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ANNA UNIVERSITY, CHENNAI  

AFFILIATED INSTITUTIONS 

R-2014 

B.E. COMPUTER SCIENCE AND ENGINEERING (PART – TIME) 

I  - VII SEMESTER CURRICULUM AND SYLLABUS  

 
SEMESTER I 

 
SEMESTER II  

SL.  
NO.  

COURSE 
CODE 

COURSE TITLE L T P C 

THEORY  

1. PTCS6301 Programming and Data Structure II 3 0 0 3 

2. PTCS6302 Database Management Systems 3 0 0 3 

3. PTCS6303 Computer Architecture 3 0 0 3 

PRACTICALS 

4. PTCS6311 Programming and Data Structure Laboratory - II 0 0 3 2 

5. PTCS6312 Database Management Systems Laboratory 0 0 3 2 

  TOTAL 9 0 6 13 

 
 

SEMESTER III 
 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

THEORY  

1. PTCS6551 Computer Networks 3 0 0 3 

2. PTCS6401 Operating Systems 3 0 0 3 

3. PTEC6504 Microprocessor and Microcontroller 3 0 0 3 

PRACTICAL  

4. PTCS6411 Networks Laboratory 0 0 3 2 

5. PTCS6413 Operating Systems Laboratory 0 0 3 2 

TOTAL    9 0 6 13 

 
 
 
 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

THEORY 

1.  PTMA6151 Applied Mathematics  3 0 0 3 

2.  PTPH6151 Applied Physics 3 0 0 3 

3.  PTGE6151 Computer Programming 3 0 0 3 

4.  PTCS6202 Programming and Data Structures - I 3 0 0 3 

5.  PTCS6201 Digital Principles and System Design 3 0 0 3 

  TOTAL 15 0 0 15 
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SEMESTER IV 
 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

THEORY  

1.  PTCS6403 Software Engineering 3 0 0 3 

2. PTCS6501 Internet Programming 3 1 0 4 

3. PTCS6502 Object Oriented Analysis and Design 3 0 0 3 

PRACTICAL  

4. PTCS6511 Case Tools Laboratory 0 0 3 2 

5. PTCS6512 Internet Programming Laboratory 0 0 3 2 

TOTAL    9 1 6 14 
 

SEMESTER V 
SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

THEORY  

1.  PTIT6601 Mobile Computing 3 0 0 3 

2.  PTCS6660 Compiler Design 3 0 0 3 

3.  PTCS6659 Artificial Intelligence 3 0 0 3 

4.  PTCS6504 Computer Graphics 3 0 0 3 

PRACTICAL  

 5. PTCS6611 Mobile Application Development Laboratory 0 0 3 2 

TOTAL    12 0 3 14 
 

SEMESTER VI 
 
 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

THEORY  

1.  PTCS6701 Cryptography and Network Security 3 0 0 3 

2.  PTCS6703 Grid and Cloud Computing 3 0 0 3 

3.   Elective I 3 0 0 3 

4.   Elective II 3 0 0 3 

PRACTICAL  

 5. PTCS6712 Grid and Cloud Computing Laboratory 0 0 3 2 

TOTAL    12 0 3 14 
 

SEMESTER VII 
SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

THEORY  

1. PTCS6801 Multi – Core Architectures and Programming 3 0 0 3 

2.  Elective III 3 0 0 3 

3.  Elective IV 3 0 0 3 

PRACTICAL  

4. PTCS6811 Project Work 0 0 9 6 

TOTAL    9 0 9 15 

                    TOTAL NO OF CREDITS: 98 
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                LIST OF ELECTIVES  
 

SEMESTER VI – ELECTIVE I 
 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

1.  PTCS6001 C# and .Net Programming 3 0 0 3 

2.  PTGE6757 Total Quality Management 3 0 0 3 

3.  PT IT6702 Data Warehousing and Data Mining 3 0 0 3 

4.  PTGE6075 Professional Ethics in Engineering 3 0 0 3 

5.  PTGE6083 Disaster Management     

 
 

SEMESTER VI – ELECTIVE II 
 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

6.  PTCS6003 Ad hoc and Sensor Networks 3 0 0 3 

7.  PTCS6005 Advanced  Database  Systems 3 0 0 3 

8.  PTMG6088 Software Project Management 3 0 0 3 

9.  PTIT6004 Software Testing 3 0 0 3 

10.  PTGE6084 Human Rights     

 
 

 
SEMESTER VII – ELECTIVE III 

 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

11.  PTEC6703 Embedded and Real Time Systems 3 0 0 3 

12.  PTCS6007 Information Retrieval  3 0 0 3 

13.  PTCS6012 Soft Computing 3 0 0 3 

14.  PTIT6801 Service Oriented Architecture 3 0 0 3 

 
SEMESTER VII – ELECTIVE IV 

 

SL. 
NO. 

COURSE 
CODE 

COURSE TITLE L T P C 

15.  PTCS6008 Human Computer Interaction 3 0 0 3 

16.  PTIT6011 Knowledge Management 3 0 0 3 

17.  PTCS6010 Social Network Analysis 3 0 0 3 

18.  PTIT6006 Data Analytics 3 0 0 3 

19.  PTCS6013 Foundation Skills in Integrated Product Development 3 0 0 3 
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PTMA6151                                         APPLIED MATHEMATICS                                             L  T  P  C   
                                                                                                                                                   3   0  0  3 
OBJECTIVE: 

 To facilitate the understanding of the principles and to cultivate the art of formulating physical 
problems in the language of mathematics. 

 
UNIT I MATRICES                                                                                                                     9 
Characteristic equation – Eigenvalues and Eigenvectors of a real matrix – Properties of eigenvalues 
and eigenvectors – Cayley-Hamilton Theorem – Diagonalization of matrices -  Reduction of a 
quadratic form to canonical form by orthogonal transformation. 

 
UNIT II FUNCTIONS OF SEVERAL VARIABLES                                                                     9 
Partial derivatives – Homogeneous functions and Euler‟s theorem – Total derivative – Differentiation 
of implicit functions – Change of variables – Jacobians  – Partial differentiation of implicit functions – 
Taylor‟s series for functions of two variables -  Maxima and minima of functions of two variables.  

 
UNIT III ANALYTIC FUNCTION                                                                                        9 
Analytic functions – Necessary and sufficient conditions for analyticity – Properties – Harmonic 
conjugates – Construction of analytic function – Conformal Mapping – Mapping by functions w = a + z 
, az, 1/z,   - Bilinear transformation. 

 
UNIT IV COMPLEX INTEGRATION                                                                                        9 
Line Integral – Cauchy‟s theorem and integral formula – Taylor‟s and Laurent‟s Series – Singularities 
– Residues – Residue theorem – Application of Residue theorem for evaluation of real integrals – Use 
of circular contour and semicircular contour with no pole on real axis.          
 
UNIT V LAPLACE TRANSFORMS                                                                                             9                       
Existence conditions – Transforms of elementary functions – Basic properties – Transforms of 
derivatives and integrals –Inverse transforms – Convolution theorem – Transform of periodic functions 
– Application to solution of linear ordinary differential equations with constant coefficients.                                                                                                  

                                                                                                   TOTAL: 45 PERIODS 
OUTCOMES: 

 To develop the use of matrix algebra techniques this is needed by engineers for practical 
applications.  

 To familiarize the student with functions of several variables. This is needed in many branches of 
engineering. 

 To develop an understanding of the standard techniques of complex variable theory so as to 
enable the student to apply them with confidence, in application areas such as heat conduction, 
elasticity, fluid dynamics and flow the of electric current. 

 To make the student appreciate the purpose of using transforms to create a new domain in which 
it is easier to handle the problem that is being investigated.  

 

TEXT BOOKS:  
1. Grewal B.S., Higher Engineering Mathematics, Khanna Publishers, Forty Second Edition, Delhi, 

2012. 
2. Ramana, B.V. Higher Engineering Mathematics” Tata McGraw Hill Publishing Company, 2008. 
 
REFERENCES: 
1. Glyn James, Advanced Modern Engineering Mathematics, Fouth Edition, Prentice Hall of India, 

2011. 
2. Veerarajan, T., Engineering Mathematics (For First Year), Tata McGraw-Hill Pub. Pvt. Ltd., New 

Delhi, 2007. 
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PTPH6151                                                APPLIED PHYSICS                                                L  T   P  C                                          
                                                                                                                                                  3   0   0  3  
OBJECTIVE: 
To enrich the understanding of various types of materials and their applications  in  engineering and 
technology. 
 
 

UNIT I CONDUCTING MATERIALS                                                                                          9    
Conductors – classical free electron theory of metals – Electrical and thermal conductivity – 
Wiedemann – Franz law – Lorentz number – Draw backs of classical theory – Quantum theory – 
Fermi distribution function – Effect of temperature on Fermi Function – Density of energy states – 
carrier concentration in metals.  
 

UNIT II SEMICONDUCTING MATERIALS                                                                                 9  
Intrinsic semiconductor – carrier concentration derivation – Fermi level – Variation of Fermi level with 
temperature – electrical conductivity – band gap determination – compound semiconductors -direct 
and indirect band gap- derivation of carrier concentration in n-type and p-type semiconductor – 
variation of Fermi level with temperature and impurity concentration –– Hall effect –Determination of 
Hall coefficient – Applications.  
 

UNIT III MAGNETIC AND SUPERCONDUCTING MATERIALS                                                 9  
Origin of magnetic moment – Bohr magneton – comparison of Dia, Para and  Ferro magnetism – 
Domain theory – Hysteresis – soft and hard magnetic materials – antiferromagnetic materials – 
Ferrites and its applications   
Superconductivity : properties – Type I and Type II superconductors – BCS theory of 
superconductivity(Qualitative) - High Tc superconductors – Applications of superconductors – SQUID, 
cryotron, magnetic levitation.  
 
 

UNIT IV DIELECTRIC  MATERIALS                                                                                          9 
Electrical susceptibility – dielectric constant – electronic, ionic, orientational and space charge 
polarization – frequency and temperature dependence of polarisation – internal field – Claussius – 
Mosotti relation (derivation) – dielectric loss – dielectric breakdown – uses of dielectric materials 
(capacitor and transformer) – ferroelectricity and applications.  
 
 

UNIT V ADVANCED   ENGINEERING MATERIALS                                                                  9  
Metallic glasses: preparation, properties and applications. Shape memory alloys (SMA): 
Characteristics, properties of NiTi alloy, application, Nanomaterials– Preparation -pulsed laser 
deposition – chemical vapour deposition – Applications – NLO materials –Birefringence- optical Kerr 
effect – Classification of Biomaterials and its applications 

TOTAL: 45 PERIODS  
 

OUTCOMES 

The students will be able to understand the fundamentals of materials and their applications 
in Engineering and Technology 
 
TEXT BOOKS:  
 

1. M. Arumugam, Materials Science, Anuradha publishers, 2010 
2. S.O. Pillai, Solid State Physics New Age International(P) Ltd., Publishers, 2009 
 

REFERENCES:  
1. P.K. Palanisamy, Materials Science, SCITECH Publishers, 2011 
2. G. Senthilkumar, Engineering Physics II, VRB Publishers, 2011 
3.  P. Mani, Engineering Physics II, Dhanam Publications, 2011  
4. A. Marikani, Engineering Physics, PHI Learning Pvt., India, 2009 
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PTGE6151                                    COMPUTER PROGRAMMING                                          L  T  P  C 
                                                  3   0  0  3  
 

 
OBJECTIVES: 
The students should be made to: 

 Learn the organization of  a digital computer.  

 Be exposed to the number systems. 

 Learn to think logically and write pseudo code or draw flow charts for problems. 

 Be exposed to the syntax of C. 

 Be familiar with programming in C. 

 Learn to use arrays, strings, functions, pointers, structures and unions in C. 
 
UNIT I INTRODUCTION                                                             8 
Generation and Classification of Computers- Basic Organization of a Computer –Number System – 
Binary – Decimal – Conversion – Problems. Need for logical analysis and thinking – Algorithm – 
Pseudo code – Flow Chart. 
 

UNIT II C PROGRAMMING BASICS                                              10 
Problem formulation – Problem Solving - Introduction to „ C‟ programming –fundamentals – structure 
of a „C‟ program – compilation and linking processes – Constants, Variables – Data Types – 
Expressions using operators in „C‟ – Managing Input and Output operations – Decision Making and 
Branching – Looping statements – solving simple scientific and statistical problems. 
 
UNIT III ARRAYS AND STRINGS                                                9 
Arrays – Initialization – Declaration – One dimensional and Two dimensional arrays. String- String 
operations – String Arrays. Simple programs- sorting- searching – matrix operations. 
 
UNIT IV  FUNCTIONS AND POINTERS                                   9 
Function – definition of function – Declaration of function – Pass by value – Pass by reference – 
Recursion – Pointers - Definition – Initialization – Pointers arithmetic – Pointers and arrays- Example 
Problems. 

 
UNIT V STRUCTURES AND UNIONS                                     9 
Introduction – need for structure data type – structure definition – Structure declaration – Structure 
within a structure - Union - Programs using structures and Unions – Storage classes, Pre-processor 
directives.  

                  TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Design C Programs for problems.  

 Write and execute C programs for simple applications 
 
TEXT BOOKS: 
 

1. Anita Goel and Ajay Mittal, “Computer Fundamentals and Programming in C”, Dorling Kindersley 
(India) Pvt. Ltd., Pearson Education in South Asia, 2011. 

2. Pradip Dey, Manas Ghosh, “Fundamentals of Computing and Programming in C”, First Edition, 
Oxford University Press, 2009 

3. Yashavant P. Kanetkar. “Let Us C”, BPB Publications, 2011. 
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REFERENCES: 
1. Byron S Gottfried, “Programming with C”, Schaum‟s Outlines, Second Edition, Tata McGraw-Hill, 

2006. 
2. Dromey R.G., “How to Solve it by Computer”, Pearson Education, Fourth Reprint, 2007. 
3. Kernighan,B.W and Ritchie,D.M, “The C Programming language”, Second Edition, Pearson 

Education, 2006. 
 

                      
                   
PTCS6202                        PROGRAMMING AND DATA STRUCTURES - I                           L  T  P  C 
                                                                                                                                                  3   0  0   3                                                             
OBJECTIVES: 
The student should be made to: 

 Be familiar with the basics of C programming language. 

 Be exposed to the concepts of ADTs 

 Learn linear data structures – list, stack, and queue. 

 Be exposed to sorting, searching, hashing  algorithms  
 

UNIT I C PROGRAMMING FUNDAMENTALS - A REVIEW                                             9 
Conditional statements – Control statements – Functions – Arrays – Preprocessor - Pointers - 
Variation in pointer declarations – Function Pointers – Function with Variable number of arguments 
 

UNIT II C PROGRAMMING ADVANCED FEATURES                                       9 
Structures and Unions - File handling concepts – File read – write – binary and Stdio - File 
Manipulations 
 

UNIT III LINEAR DATA STRUCTURES – LIST                                                                           9             
Abstract Data Types (ADTs) – List ADT – array-based implementation – linked list implementation –– 
singly linked lists- circularly linked lists- doubly-linked lists – applications of lists –Polynomial 
Manipulation – All operation (Insertion, Deletion, Merge, Traversal) 
 

UNIT IV LINEAR DATA STRUCTURES – STACKS, QUEUES                                           9 
Stack ADT – Evaluating arithmetic expressions- other applications- Queue ADT – circular queue 
implementation – Double ended Queues – applications of queues 
 
UNIT V SORTING, SEARCHING AND HASH TECHNIQUES                                                    9 
Sorting algorithms: Insertion sort - Selection sort - Shell sort - Bubble sort - Quick sort - Merge sort - 
Radix sort – Searching: Linear search – Binary Search  Hashing:  Hash Functions – Separate 
Chaining – Open Addressing – Rehashing – Extendible Hashing                                                       

TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Use the control structures of C appropriately for problems. 

 Implement abstract data types for linear data structures. 

 Apply the different linear data structures to problem solutions. 

 Critically analyse the various algorithms. 
 

TEXT BOOKS: 
1. Brian W. Kernighan and Dennis M. Ritchie, “The C Programming Language”, 2nd Edition, Pearson 

Education, 1988.  
2. Mark Allen Weiss, “Data Structures and Algorithm Analysis in C”, 2nd Edition, Pearson Education, 

1997.  
REFERENCES: 
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1. Thomas H. Cormen, Charles E. Leiserson, Ronald L.Rivest, Clifford Stein, “Introduction to 
Algorithms", Second Edition, Mc Graw Hill, 2002. 

2.  Reema Thareja, “Data Structures Using C”, Oxford University Press, 2011 
3. Aho, Hopcroft and Ullman, “Data Structures and Algorithms”, Pearson Education, 1983.  
4. Stephen G. Kochan, “Programming in C”, 3rd edition, Pearson Ed., 
 
 

 

PTCS6201                          DIGITAL PRINCIPLES AND SYSTEM DESIGN                 L   T  P  C 
                                                                                                                                                  3   0  0   3 
OBJECTIVES: 
The student should be made to:  

 Learn the various number systems. 

 Learn Boolean Algebra  

 Understand the various logic gates.  

 Be familiar with various combinational circuits. 

 Be familiar with designing synchronous and asynchronous sequential circuits. 

 Be exposed to designing using PLD 
 
UNIT I      BOOLEAN ALGEBRA AND LOGIC GATES                                                    9  
Review of Number Systems – Arithmetic Operations – Binary Codes – Boolean Algebra and 
Theorems – Boolean Functions – Simplification of Boolean Functions using Karnaugh Map and 
Tabulation Methods – Logic Gates – NAND and NOR Implementations. 
 
UNIT II  COMBINATIONAL LOGIC                                    9 
Combinational Circuits – Analysis and Design Procedures – Circuits for Arithmetic Operations, Code 
Conversion – Decoders and Encoders – Multiplexers and Demultiplexers  – Introduction to HDL – 
HDL Models of Combinational circuits. 
 
 

UNIT III    SYNCHRONOUS SEQUENTIAL LOGIC                                             9 
Sequential Circuits – Latches and Flip Flops – Analysis and Design Procedures – State Reduction 
and State Assignment – Shift Registers – Counters – HDL for Sequential Logic Circuits.  
 
UNIT IV    ASYNCHRONOUS SEQUENTIAL LOGIC                                             9 
Analysis and Design of Asynchronous Sequential Circuits – Reduction of State and Flow Tables – 
Race-free State Assignment – Hazards. 
 
 

UNIT V   MEMORY AND PROGRAMMABLE LOGIC                                                                   9 
RAM and ROM – Memory Decoding – Error Detection and Correction – Programmable Logic Array – 
Programmable Array Logic – Sequential Programmable Devices – Application Specific Integrated 
Circuits. 

TOTAL: 45 PERIODS 

OUTCOMES: 
At the end of this course, the student will be able to:  

 Perform arithmetic operations in any number system. 

 Simplify the Boolean expression using K-Map and Tabulation techniques.  

 Use boolean simplification techniques to design a combinational hardware circuit. 

 Design and Analysis of a given digital circuit – combinational and sequential. 

 Design using PLD. 
 
TEXT BOOK: 
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1. M. Morris Mano and Michael D. Ciletti, “Digital Design”, IV Edition, Pearson Education, 2008. 
 
REFERENCES: 
1. John F. Wakerly, “Digital Design Principles and Practices”, Fourth Edition, Pearson Education, 

2007. 
2. Charles H. Roth Jr, “Fundamentals of Logic Design”, Fifth Edition – Jaico  Publishing House, 

Mumbai, 2003. 
3. Donald D. Givone, “Digital Principles and Design”, Tata McGraw Hill, 2003.  
4. G. K. Kharate, “Digital Electronics”, Oxford University Press, 2010. 
 
 
 
 
        
PTCS6301          PROGRAMMING AND DATA STRUCTURES - II                    L  T  P  C 
                                                                                                                                                  3   0  0   3 
 

OBJECTIVES: 
The student should be made to: 

 Be familiar with the C++ concepts of abstraction, encapsulation, constructor, polymorphism, 
overloading and Inheritance. 

 Learn advanced nonlinear data structures. 

 Be exposed to graph algorithms  

 Learn to apply Tree and Graph structures 
 

UNIT I         OBJECT ORIENTED PROGRAMMING FUNDAMENTALS                                           9 
C++ Programming features - Data Abstraction - Encapsulation - class - object - constructors - static 
members – constant members – member functions – pointers – references - Role of this pointer – 
Storage classes – function as arguments.  
 
UNIT II  OBJECT ORIENTED PROGRAMMING CONCEPTS                                            9 
String Handling – Copy Constructor - Polymorphism – compile time and run time polymorphisms – 
function overloading – operators overloading – dynamic memory allocation - Nested classes - 
Inheritance – virtual functions.  
 
UNIT III       C++ PROGRAMMING ADVANCED FEATURES                                            9 
Abstract class – Exception handling - Standard libraries - Generic Programming - templates – class 
template - function template – STL – containers – iterators – function adaptors – allocators -  
Parameterizing the class -  File handling concepts.  
 
UNIT IV      ADVANCED NON-LINEAR DATA STRUCTURES                                                             9 
AVL trees – B-Trees – Red-Black trees – Splay trees - Binomial Heaps – Fibonacci Heaps – Disjoint 
Sets – Amortized Analysis – accounting method – potential method – aggregate analysis. 
 
UNIT V       GRAPHS                                                                                                                    9 
Representation of Graphs – Breadth-first search – Depth-first search – Topological sort – Minimum 
Spanning Trees – Kruskal and Prim algorithm – Shortest path algorithm – Dijkstra‟s algorithm – 
Bellman-Ford algorithm – Floyd-Warshall algorithm. 
                                        

         TOTAL: 45 PERIODS 
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OUTCOMES: 
At the end of the course, the student should be able to: 

 Design problem solutions using Object Oriented Techniques. 

 Apply the concepts of data abstraction, encapsulation and inheritance for problem solutions.  

 Use the control structures of C++ appropriately. 

 Critically analyse the various algorithms. 

 Apply the different data structures to problem solutions.  
 

TEXT BOOKS: 
1. Bjarne Stroustrup, “The C++ Programming Language”, 3rd Edition, Pearson Education, 2007. 
2. Mark Allen Weiss, “Data Structures and Algorithm Analysis in C++”, 2nd Edition, Pearson 

Education, 2005 

 
REFERENCES: 
1. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest and Clifford Stein, "Introduction to 

Algorithms", Second Edition, Mc Graw Hill, 2002. 
2. Michael T Goodrich, Roberto Tamassia, David Mount, “Data Structures and Algorithms in C++”, 

7th Edition, Wiley Publishers, 2004. 
 
 
 

 
 
PTCS6302                                 DATABASE MANAGEMENT SYSTEMS        L  T  P  C 
                                                                                                                                                  3   0  0   3 

 

OBJECTIVES: 

 To expose the students to the fundamentals of Database Management Systems. 

 To make the students understand the relational model. 

 To familiarize the students with ER diagrams. 

 To expose the students to SQL. 

 To make the students to understand the fundamentals of Transaction Processing and Query 
Processing. 

 To familiarize the students with the different types of databases. 

 To make the students understand the Security Issues in Databases. 
 
UNIT I INTRODUCTION TO DBMS                                              10 
File Systems Organization - Sequential, Pointer, Indexed, Direct - Purpose of Database System- 
Database System Terminologies-Database characteristics- Data models – Types of data models – 
Components of DBMS- Relational Algebra.  LOGICAL DATABASE DESIGN: Relational DBMS - 
Codd's Rule - Entity-Relationship model - Extended ER Normalization – Functional Dependencies, 
Anomaly- 1NF to 5NF- Domain Key Normal Form – Denormalization 
 
UNIT II SQL & QUERY OPTIMIZATION                                     8 
SQL Standards - Data types - Database Objects- DDL-DML-DCL-TCL-Embedded SQL-Static Vs 
Dynamic SQL - QUERY OPTIMIZATION: Query Processing and Optimization - Heuristics and Cost 
Estimates in Query Optimization.  
 
UNIT III TRANSACTION PROCESSING AND CONCURRENCY CONTROL                   8 
Introduction-Properties of Transaction- Serializability- Concurrency Control – Locking Mechanisms- 
Two Phase Commit Protocol-Dead lock. 
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UNIT IV TRENDS IN DATABASE TECHNOLOGY                                  10 
Overview of Physical Storage Media – Magnetic Disks – RAID – Tertiary storage – File Organization – 
Organization of Records in Files – Indexing and Hashing –Ordered Indices – B+ tree Index Files – B 
tree Index Files – Static Hashing – Dynamic Hashing  - Introduction to Distributed Databases- Client 
server technology- Multidimensional and Parallel databases- Spatial and multimedia databases- 
Mobile and web databases- Data Warehouse-Mining- Data marts. 
 

UNIT V ADVANCED TOPICS                                                          9 
DATABASE SECURITY: Data Classification-Threats and risks – Database access Control – Types of 
Privileges – Cryptography- Statistical Databases.- Distributed Databases-Architecture-Transaction 
Processing-Data Warehousing and Mining-Classification-Association rules-Clustering-Information 
Retrieval- Relevance ranking-Crawling and Indexing the Web- Object Oriented Databases-XML 
Databases. 
 

                            TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Design Databases for applications. 

 Use the Relational model, ER diagrams. 

 Apply concurrency control and recovery mechanisms for practical problems.  

 Design the Query Processor and Transaction Processor. 

 Apply security concepts to databases. 
 
TEXT BOOK: 
1. Ramez Elmasri and Shamkant B. Navathe, “Fundamentals of Database Systems”,                         

Fifth Edition, Pearson Education, 2008. 
 

REFERENCES: 
1. Abraham Silberschatz, Henry F. Korth and S. Sudharshan, “Database System Concepts”, Sixth    

Edition, Tata Mc Graw Hill, 2011.  
2. C.J.Date, A.Kannan and S.Swamynathan, “An Introduction to Database Systems”, Eighth   

Edition, Pearson Education, 2006. 
3. Atul Kahate, “Introduction to Database Management Systems”, Pearson Education, New Delhi,    

2006. 
4. Alexis Leon and Mathews Leon, “Database Management Systems”, Vikas Publishing House   

Private Limited, New Delhi, 2003. 
5. Raghu Ramakrishnan, “Database Management Systems”, Fourth Edition, Tata McGraw Hill,   

2010. 
6. G.K.Gupta, “Database Management Systems”, Tata Mc Graw Hill, 2011. 
7. Rob Cornell, “Database Systems Design and Implementation”, Cengage Learning, 2011. 
 

 
 

PTCS6303                          COMPUTER ARCHITECTURE                               L  T  P  C 
                                                                                                                                                   3   0  0  3 
 

OBJECTIVES: 

 To make students understand the basic structure and operation of digital computer. 

 To understand the hardware-software interface.  

 To familiarize the students with arithmetic and logic unit and implementation of fixed point and 
floating-point arithmetic operations. 

 To expose the students to the concept of pipelining. 

 To familiarize the students with hierarchical memory system including cache memories and 
virtual memory. 

 To expose the students with different ways of communicating with I/O devices and standard I/O 
interfaces. 
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UNIT I      OVERVIEW & INSTRUCTIONS                                                          9 
Eight ideas – Components of a computer system – Technology – Performance – Power wall – 
Uniprocessors to multiprocessors; Instructions – operations and operands – representing instructions 
– Logical operations – control operations – Addressing and addressing modes.  
 
UNIT II ARITHMETIC OPERATIONS                                                      7 
ALU - Addition and subtraction – Multiplication – Division – Floating Point operations – Subword 
parallelism.    
  
UNIT III PROCESSOR AND CONTROL UNIT                                                   11 
Basic MIPS implementation – Building datapath – Control Implementation scheme – Pipelining – 
Pipelined datapath and control – Handling Data hazards & Control hazards – Exceptions.  
 
UNIT IV PARALLELISM                9 
Instruction-level-parallelism – Parallel processing challenges – Flynn's classification – Hardware 
multithreading – Multicore processors 
 
UNIT V MEMORY AND I/O SYSTEMS                                                         9 
Memory hierarchy - Memory technologies – Cache basics – Measuring and improving cache 
performance - Virtual memory, TLBs - Input/output system, programmed I/O, DMA and interrupts, I/O 
processors.   

   TOTAL: 45 PERIODS 
 

OUTCOMES: 
At the end of the course, the student should be able to: 

 Design arithmetic and logic unit.  

 Design and anlayse pipelined control units 

 Evaluate performance of memory systems. 

 Understand parallel processing architectures. 
 

TEXT BOOK: 
1. David A. Patterson and John L. Hennessey, “Computer organization and design‟, Morgan 

Kauffman / Elsevier, Fifth edition, 2014. 
 

 

REFERENCES: 
1.   V.Carl Hamacher, Zvonko G. Varanesic and Safat G. Zaky, “Computer Organisation“,  

  VI th edition, Mc Graw-Hill Inc, 2012. 
2. William Stallings “Computer Organization and Architecture” , Seventh Edition , Pearson 

Education, 2006. 
3. Vincent P. Heuring, Harry F. Jordan, “Computer System Architecture”, Second Edition,  

Pearson Education, 2005. 
4. Govindarajalu, “Computer Architecture and Organization, Design Principles and Applications", 

first edition, Tata McGraw Hill, New Delhi, 2005. 
5. John P. Hayes, “Computer Architecture and Organization”, Third Edition, Tata Mc Graw Hill, 

1998.  
6. http://nptel.ac.in/. 

 
 
 
 
 
 

  

http://nptel.ac.in/
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PTCS6311             PROGRAMMING AND DATA STRUCTURE LABORATORY II                 L  T  P  C  
                                                                                                                                                    0   0  3  2 
 
OBJECTIVES: 

The student should be made to: 

 Be familiarized with good programming design methods, particularly Top - Down design.  

 Getting exposure in implementing the different  data structures using C++ 

 Appreciate recursive algorithms. 
 

 
LIST OF EXPERIMENTS: 
 

IMPLEMENTATION IN THE FOLLOWING TOPICS: 
 

1. Constructors & Destructors, Copy Constructor. 
2. Friend Function & Friend Class. 
3. Inheritance. 
4. Polymorphism & Function Overloading. 
5. Virtual Functions. 
6. Overload Unary & Binary Operators Both as Member Function & Non Member Function. 
7. Class Templates & Function Templates. 
8. Exception Handling Mechanism. 
9. Standard Template Library concept. 
10. File Stream classes. 
11. Applications of Stack and Queue   
12. Binary Search Tree 
13. Tree traversal Techniques 
14. Minimum Spanning Trees  
15. Shortest Path Algorithms  

 

TOTAL: 45 PERIODS 
 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Design and implement C++ programs for manipulating stacks, queues, linked lists, trees, and 
graphs.  

 Apply good programming design methods for program development.  

 Apply the different data structures for implementing solutions to practical problems.  

 Develop recursive programs using trees and graphs.  
 
LIST OF  EQUIPMENTS FOR A BATCH OF 30 STUDENTS: 
Standalone desktops with C++ complier 30 Nos. 

 

 

(or) 
 
 

 Server with C++ compiler  supporting 30 terminals or more. 

 
REFERENCE: 
spoken-tutorial.org. 
 
 
 
 
 
 
 

http://spoken-tutorial.org/
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PTCS6312                 DATABASE MANAGEMENT SYSTEMS LABORATORY                    L  T  P  C 
                                                                                                                                                   0   0  3  2   

OBJECTIVES: 
The student should be made to: 

 Learn to create and use a database 

 Be familiarized with a query language 

 Have hands on experience on DDL Commands  

 Have a good understanding of DML Commands and DCL commands 

 Familiarize advanced SQL queries. 

 Be Exposed to different applications 
 

LIST OF EXPERIMENTS: 
1. Creation of a database and writing SQL queries to retrieve information from the database. 
2. Performing Insertion, Deletion, Modifying, Altering, Updating and Viewing records based on 

conditions. 
3. Creation of Views, Synonyms, Sequence, Indexes, Save point. 
4. Creating an Employee database to set various constraints. 
5. Creating relationship between the databases. 
6. Study of PL/SQL block. 
7. Write a PL/SQL block to satisfy some conditions by accepting input from the user. 
8. Write a PL/SQL block that handles all types of exceptions. 
9. Creation of Procedures. 
10. Creation of database triggers and functions 
11. Mini project (Application Development using Oracle/ Mysql ) 

a) Inventory Control System. 
b) Material Requirement Processing. 
c) Hospital Management System. 
d) Railway Reservation System. 
e) Personal Information System. 
f) Web Based User Identification System. 
g) Timetable Management System. 
h) Hotel Management System 

 
REFERENCE: 
spoken-tutorial.org          

TOTAL: 45 PERIODS 
 

OUTCOMES: 
At the end of the course, the student should be able to: 

 Design and implement a database schema for a given problem-domain 

 Populate and query a database  

 Create and maintain tables using PL/SQL. 

 Prepare reports. 
 

LIST OF EQUIPMENTS FOR A BATCH OF 30 STUDENTS 
HARDWARE: 

Standalone desktops   30 Nos. 
 

  (or) 
 

Server supporting 30 terminals or more. 
 
SOFTWARE: 
Front end:  VB/VC ++/JAVA or Equivalent 
Back end:   Oracle / SQL / MySQL/ PostGress / DB2 or Equivalent  

http://spoken-tutorial.org/
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PTCS6551                                    COMPUTER NETWORKS                          L  T  P  C 
    3   0  0  3 

OBJECTIVES:                          
The student should be made to: 

 Understand the division of network functionalities into layers. 

 Be familiar with the components  required to build different types  of networks 

 Be exposed to the required functionality at each layer 

 Learn the flow control and congestion control algorithms 
 
UNIT I FUNDAMENTALS & LINK LAYER                        9 
Building a network – Requirements - Layering and protocols - Internet Architecture – Network 
software – Performance ; Link layer Services  -  Framing - Error Detection - Flow control  
 
UNIT II   MEDIA ACCESS & INTERNETWORKING                        9 
Media access control - Ethernet (802.3) - Wireless LANs – 802.11 – Bluetooth - Switching and 
bridging – Basic Internetworking (IP, CIDR, ARP, DHCP,ICMP )  
 
UNIT III  ROUTING                  9 
Routing (RIP, OSPF, metrics) – Switch basics – Global Internet (Areas, BGP, IPv6), Multicast – 
addresses – multicast routing (DVMRP, PIM)  
 
UNIT IV          TRANSPORT LAYER                        9 
Overview of Transport layer - UDP - Reliable byte stream (TCP) - Connection management - Flow 
control - Retransmission – TCP Congestion control - Congestion avoidance (DECbit, RED) – QoS – 
Application requirements 
 
UNIT V           APPLICATION LAYER                     9 
Traditional applications -Electronic Mail (SMTP, POP3, IMAP, MIME) – HTTP – Web Services – DNS 
- SNMP 

TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Identify the components  required to build different types  of networks 

 Choose the required functionality at each layer for given application 

 Identify solution for each functionality at each layer 

 Trace the flow of information from one node to another node in the network 
 
TEXT BOOK: 
1. Larry L. Peterson, Bruce S. Davie, “Computer Networks: A Systems Approach”, Fifth Edition, 

Morgan Kaufmann Publishers, 2011. 
 
 

REFERENCES: 
1. James F. Kurose, Keith W. Ross, “Computer Networking - A Top-Down Approach Featuring the 

Internet”, Fifth Edition, Pearson Education, 2009. 
2. Nader. F. Mir, “Computer and Communication Networks”, Pearson Prentice Hall Publishers, 2010.  
3. Ying-Dar Lin, Ren-Hung Hwang, Fred Baker, “Computer Networks: An Open Source Approach”, 

Mc Graw Hill Publisher, 2011. 
4. Behrouz A. Forouzan, “Data communication and Networking”, Fourth Edition, Tata McGraw – Hill, 

2011. 
 

 

http://www.informit.com/store/product.aspx?isbn=0131389106
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PTCS6401                OPERATING SYSTEMS                                               L  T  P  C 
                                                                                                                                                   3   0  0  3 
 

OBJECTIVES: 
The student should be made to: 

 Study the basic concepts and functions of operating systems. 

 Understand the structure and functions of OS. 

 Learn about Processes, Threads and Scheduling algorithms. 

 Understand the principles of concurrency and Deadlocks. 

 Learn various memory management schemes. 

 Study I/O management and File systems. 

 Learn the basics of Linux system and perform administrative tasks on Linux Servers. 
 

UNIT I OPERATING SYSTEMS OVERVIEW                                                         9 
Computer System Overview-Basic Elements, Instruction Execution, Interrupts, Memory Hierarchy, 
Cache Memory, Direct Memory Access, Multiprocessor and Multicore Organization. Operating system 
overview-objectives and functions, Evolution of Operating System.- Computer System Organization-
Operating System Structure and Operations- System Calls, System Programs, OS Generation and 
System Boot. 
 
UNIT II PROCESS MANAGEMENT                                                          9 
Processes-Process Concept, Process Scheduling, Operations on Processes, Interprocess 
Communication; Threads- Overview, Multicore Programming, Multithreading Models; Windows 7 - 
Thread and SMP Management. Process Synchronization - Critical Section Problem, Mutex Locks, 
Semophores, Monitors; CPU Scheduling and Deadlocks. 
 
UNIT III  STORAGE MANAGEMENT                                                                     9 
Main Memory-Contiguous Memory Allocation, Segmentation, Paging, 32 and 64 bit architecture 
Examples; Virtual Memory- Demand Paging, Page Replacement, Allocation, Thrashing; Allocating 
Kernel Memory, OS Examples. 
 
UNIT IV I/O SYSTEMS                                                                       9 
Mass Storage Structure- Overview, Disk Scheduling and Management; File System Storage-File 
Concepts, Directory and Disk Structure, Sharing and Protection; File System Implementation- File 
System Structure, Directory Structure, Allocation Methods, Free Space Management, I/O Systems. 
 
UNIT V              CASE STUDY                                                            9 
Linux System- Basic Concepts;System Administration-Requirements for Linux System Administrator, 
Setting up a LINUX Multifunction Server, Domain Name System, Setting Up Local Network Services; 
Virtualization- Basic Concepts, Setting Up Xen, VMware on Linux Host and Adding Guest OS.    
                     

         TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Design various Scheduling algorithms. 

 Apply the principles of concurrency. 

 Design deadlock, prevention and avoidance algorithms. 

 Compare and contrast various memory management schemes. 

 Design and Implement a prototype file systems. 

 Perform administrative tasks on Linux Servers. 
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TEXT BOOK: 
1. Abraham Silberschatz, Peter Baer Galvin and Greg Gagne, “Operating System Concepts”, 9th  

Edition, John Wiley and Sons Inc., 2012. 
 
REFERENCES: 
1. William Stallings, “Operating Systems – Internals and Design Principles”, 7th Edition, Prentice Hall, 

2011. 
2. Andrew S. Tanenbaum, “Modern Operating Systems”, Second Edition, Addison Wesley, 2001. 
3. Charles Crowley, “Operating Systems: A Design-Oriented Approach”, Tata McGraw Hill 

Education”, 1996. 
4. D M Dhamdhere, “Operating Systems: A Concept-Based Approach”, Second Edition, Tata 

McGraw-Hill Education, 2007. 
5. http://nptel.ac.in/. 

 

 
 

PTEC6504                      MICROPROCESSOR AND MICROCONTROLLER                           L  T  P C 
                                                                                                       3  0  0  3 
OBJECTIVES: 
The student should be made to: 

 Study the Architecture of 8086 microprocessor. 

 Learn the design aspects of I/O and Memory Interfacing circuits. 

 Study about communication and bus interfacing. 

 Study the Architecture of 8051 microcontroller. 
 
UNIT I THE 8086 MICROPROCESSOR                                                                                 9 
Introduction to 8086 – Microprocessor architecture – Addressing modes - Instruction set and 
assembler directives – Assembly language programming – Modular Programming - Linking and 
Relocation - Stacks - Procedures – Macros – Interrupts and interrupt service routines – Byte and 
String Manipulation. 
 
UNIT II 8086 SYSTEM BUS STRUCTURE                                                                             9 
8086  signals  –  Basic  configurations  –  System  bus  timing  –System  design  using  8086 – IO 
programming – Introduction to Multiprogramming – System Bus Structure - Multiprocessor 
configurations – Coprocessor, Closely coupled and loosely Coupled configurations – Introduction to 
advanced processors. 
 
UNIT III I/O INTERFACING                                                                                                       9 
Memory Interfacing and I/O interfacing - Parallel communication interface – Serial communication 

interface – D/A and A/D Interface - Timer – Keyboard /display controller – Interrupt controller – DMA 

controller – Programming and applications Case studies: Traffic Light control, LED display , LCD 

display, Keyboard display interface and Alarm Controller. 

 
UNIT IV MICROCONTROLLER                                                                                                 9 
Architecture of 8051 – Special Function Registers(SFRs) - I/O Pins Ports and Circuits -  Instruction set 
- Addressing modes - Assembly language programming. 
 

UNIT V INTERFACING MICROCONTROLLER                    9                                                                                
Programming 8051 T imers - Serial Port Programming - Interrupts Programming – LCD & Keyboard 
Interfacing - ADC, DAC & Sensor Interfacing - External Memory Interface- Stepper Motor and 
Waveform generation.  

TOTAL: 45 PERIODS 

http://nptel.ac.in/
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OUTCOMES: 
At the end of the course, the student should be able to: 

 Design and implement programs on 8086 microprocessor. 

 Design I/O circuits. 

 Design Memory Interfacing circuits. 

 Design and implement 8051 microcontroller based systems. 
 
TEXT BOOKS: 
1. Yu-Cheng Liu, Glenn A.Gibson, “Microcomputer Systems: The 8086 / 8088 Family - 

Architecture, Programming and Design”, Second Edition, Prentice Hall of India, 2007. 

2. Mohamed Ali Mazidi, Janice Gillispie Mazidi, Rolin McKinlay, “The 8051 Microcontroller and   

Embedded Systems: Using Assembly and C”, Second Edition, Pearson education, 2011 

 
 REFERENCE: 
1. Doughlas V.Hall, “Microprocessors and Interfacing, Programming and Hardware:,TMH,2012 

 

 

 

PTCS6411                                             NETWORKS LABORATORY                 L  T  P  C 
                                                                                                                                                   0   0  3  2 
OBJECTIVES: 
The student should be made to: 

 Learn socket programming. 

 Be familiar with simulation tools. 

 Have hands on experience on various networking protocols. 
 
LIST OF EXPERIMENTS: 
1. Implementation of Stop and Wait Protocol and Sliding Window Protocol. 
2. Study of Socket Programming and Client – Server model 
3. Write a code simulating ARP /RARP protocols. 
4. Write a code simulating PING and TRACEROUTE commands 
5. Create a socket for HTTP for web page upload and download. 
6. Write a program to implement RPC (Remote Procedure Call) 
7. Implementation of Subnetting . 
8. Applications using TCP Sockets like 

a. Echo client and echo server 
b. Chat 
c. File Transfer 

9. Applications using TCP and UDP Sockets like 
d. DNS 
e. SNMP        
f. File Transfer 

10. Study of Network simulator (NS).and Simulation of Congestion Control Algorithms using NS 
11. Perform a case study about the different routing algorithms to select the network path with its 

optimum and economical during data transfer. 
i. Link State routing 
ii. Flooding 
iii. Distance vector 

 TOTAL: 45 PERIODS 
REFERENCE: 
spoken-tutorial.org. 

http://spoken-tutorial.org/
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OUTCOMES: 
At the end of the course, the student should be able to 

 Use simulation tools 

 Implement the various protocols. 

 Analyse the performance of the protocols in different layers. 

 Analyze various routing algorithms 
 

LIST OF EQUIPMENT FOR A BATCH OF 30 STUDENTS 
 

SOFTWARE 
 C / C++ / Java / Equivalent Compiler                                30 
 Network simulator like NS2/Glomosim/OPNET/ 

Equivalent 
 

HARDWARE 
Standalone desktops                                   30 Nos 
 
 
 
 

PTCS6413                                 OPERATING SYSTEMS LABORATORY                            L   T   P  C 
     0   0   3   2 

OBJECTIVES: 
The student should be made to: 
 
 Learn shell programming and the use of filters in the UNIX environment. 
 Be exposed to programming in  C using system calls. 
 Learn to use the file system related system calls. 
 Be exposed to process creation and inter process communication. 
 Be familiar with implementation of CPU Scheduling Algorithms, page replacement algorithms and    

Deadlock avoidance 
 
LIST OF EXPERIMENTS: 

1. Basics of UNIX commands. 
2. Shell Programming. 
3. Implement  the following CPU scheduling algorithms 

a) Round Robin b) SJF c) FCFS d) Priority 
4. Implement all file allocation strategies 

a) Sequential b) Indexed c) Linked 
5. Implement Semaphores 
6. Implement all File Organization Techniques 

a) Single level directory b) Two level c) Hierarchical d) DAG 
7. Implement Bankers Algorithm for Dead Lock Avoidance 
8. Implement an Algorithm for Dead Lock Detection 
9. Implement e all page replacement algorithms 

a) FIFO b) LRU c) LFU 
10. Implement Shared memory and IPC 
11. Implement Paging Technique of memory management. 
12. Implement Threading & Synchronization Applications              

     TOTAL: 45 PERIODS 
REFERENCE: 
spoken-tutorial.org 

http://spoken-tutorial.org/
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OUTCOMES: 
At the end of the course, the student should be able to 
 Implement deadlock avoidance, and Detection Algorithms 
 Compare the performance of  various CPU Scheduling Algorithm  
   Critically analyze the performance of the various page replacement algorithms  
   Create processes and implement IPC 

 
LIST OF EQUIPMENTS FOR A BATCH OF 30 STUDENTS: 
Standalone desktops with C / C++ / Java / Equivalent  complier 30 Nos. 
     (or) 
 Server with C / C++ / Java / Equivalent  complier supporting 30 terminals 

 
 

PTCS6403                                        SOFTWARE ENGINEERING               L  T  P C 
                3  0  0  3 
OBJECTIVES: 
The student should be made to: 

 Understand the phases in a software project  

 Understand fundamental concepts of requirements engineering and Analysis Modelling. 

 Understand the major considerations for enterprise integration and deployment. 

 Learn various testing and maintenance measures 
 
UNIT I SOFTWARE PROCESS AND PROJECT MANAGEMENT                                        9 
Introduction to Software Engineering, Software Process, Perspective and Specialized Process 
Models – Software Project Management: Estimation – LOC and FP Based Estimation, COCOMO 
Model – Project Scheduling – Scheduling, Earned Value Analysis - Risk Management. 
 
UNIT II REQUIREMENTS ANALYSIS AND SPECIFICATION                                              9 
Software Requirements: Functional and Non-Functional, User requirements, System requirements, 
Software Requirements Document – Requirement Engineering Process: Feasibility Studies, 
Requirements elicitation and analysis, requirements validation, requirements management-Classical 
analysis: Structured system Analysis, Petri Nets- Data Dictionary. 
 
UNIT III SOFTWARE DESIGN                                                                                                  9 
Design process – Design Concepts-Design Model– Design Heuristic – Architectural Design – 
Architectural styles, Architectural Design, Architectural Mapping using Data Flow- User Interface 
Design: Interface analysis, Interface Design –Component level Design: Designing Class based 
components, traditional Components. 
 
UNIT IV TESTING AND IMPLEMENTATION                                                                           9 
Software testing fundamentals-Internal and external views of Testing-white box testing- basis path 
testing-control structure testing-black box testing- Regression Testing – Unit Testing – Integration 
Testing – Validation Testing – System Testing And Debugging – Software Implementation 
Techniques: Coding practices-Refactoring. 
 
UNIT V PROJECT MANAGEMENT                                    9 
Estimation – FP Based, LOC Based, Make/Buy Decision, COCOMO II - Planning – Project Plan, 
Planning Process, RFP Risk Management – Identification, Projection, RMMM - Scheduling and 
Tracking –Relationship between people and effort, Task Set & Network, Scheduling, EVA - Process 
and Project Metrics. 

         TOTAL: 45 PERIODS 
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OUTCOMES: 
At the end of the course, the student should be able to 

 Identify the key activities in managing a software project. 

 Compare different process models.  

 Concepts of requirements engineering and Analysis Modeling. 

 Apply systematic procedure for software design and deployment. 

 Compare and contrast the various testing and maintenance.  
 

TEXT BOOK: 

1. Roger S. Pressman, “Software Engineering – A Practitioner‟s Approach”, Seventh Edition, Mc 
Graw-Hill International Edition, 2010. 

    
REFERENCES: 
1. Ian Sommerville, “Software Engineering”, 9th Edition, Pearson Education Asia, 2011. 
2. Rajib Mall, “Fundamentals of Software Engineering”, Third Edition, PHI Learning Private 

Limited , 2009. 
3. Pankaj Jalote, “Software Engineering, A Precise Approach”, Wiley India, 2010. 
4. Kelkar S.A., “Software Engineering”, Prentice Hall of India Pvt Ltd, 2007. 
5. Stephen R.Schach, “Software Engineering”, Tata McGraw-Hill Publishing Company Limited, 2007. 
6. http://nptel.ac.in/. 
  

 
 

 
PTCS6501                                     INTERNET PROGRAMMING                    L  T  P  C 
                                                                                                                                                  3   1  0   4 
OBJECTIVES: 
The student should be made to: 

 Learn Java Programming. 

 Understand different Internet Technologies. 

 Be  exposed to  java specific web services architecture.  
 

UNIT I JAVA PROGRAMMING                                                9 
An overview of Java – Data Types – Variables and Arrays – Operators – Control Statements – 
Classes – Objects – Methods – Inheritance - Packages – Abstract classes – Interfaces and Inner 
classes – Exception handling - Introduction to Threads – Multithreading – String handling – Streams 
and I/O – Applets. 
 
UNIT II WEBSITES BASICS, HTML 5, CSS 3, WEB 2.0                       8 
Web 2.0: Basics-RIA Rich Internet Applications - Collaborations tools - Understanding websites and 
web servers: Understanding Internet – Difference between websites and web server- Internet 
technologies Overview –Understanding the difference between internet and intranet; HTML and CSS: 
HTML 5.0 , XHTML, CSS 3. 
 
UNIT III CLIENT SIDE AND SERVER SIDE PROGRAMMING                     11 
Java Script: An introduction to JavaScript–JavaScript DOM Model-Date and Objects,-Regular 
Expressions- Exception Handling-Validation-Built-in objects-Event Handling- DHTML with JavaScript. 
Servlets: Java Servlet Architecture- Servlet Life Cycle- Form GET and POST actions- Session 
Handling- Understanding Cookies- Installing and Configuring Apache Tomcat Web Server;- 
DATABASE CONNECTIVITY: JDBC perspectives, JDBC program example  - JSP: Understanding 
Java Server Pages-JSP Standard Tag Library(JSTL)-Creating HTML forms by embedding JSP code. 
  

http://nptel.ac.in/
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UNIT IV PHP and XML                                              8 
An introduction to PHP: PHP- Using PHP- Variables- Program control- Built-in functions-Connecting 
to Database – Using Cookies-Regular Expressions; XML: Basic XML- Document Type Definition- 
XML Schema DOM and Presenting XML, XML Parsers and Validation, XSL and XSLT 
Transformation, News Feed (RSS and ATOM). 
 
UNIT V         INTRODUCTION TO AJAX and WEB SERVICES                                            9 
AJAX: Ajax Client Server Architecture-XML Http Request Object-Call Back Methods; Web Services: 
Introduction- Java web services Basics – Creating, Publishing ,Testing and Describing a Web 
services (WSDL)-Consuming a web service, Database Driven web service from an application –
SOAP. 

                                   TOTAL (L:45+T:15): 60 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Implement Java programs. 

 Create a basic website using HTML and Cascading Style Sheets. 

 Design and implement dynamic web page with validation using JavaScript objects and by 
applying different event handling mechanisms. 

 Design rich client presentation using AJAX. 

 Design and implement simple web page in PHP, and to present data in XML format. 

 Design and implement server side programs using Servlets and JSP. 
 
TEXT BOOKS: 
1. Deitel and Deitel and Nieto, “Internet and World Wide Web - How to Program”, Prentice Hall,  

5th Edition, 2011. 
2. Herbert Schildt, “Java-The Complete Reference”, Eighth Edition, McGraw Hill Professional, 

2011. 
 

REFERENCES: 
1. Stephen Wynkoop and John Burke “Running a Perfect Website”, QUE, 2nd Edition, 1999. 
2. Chris Bates, Web Programming – Building Intranet Applications, 3rd Edition, Wiley Publications, 

2009. 
3. Jeffrey C and Jackson, “Web Technologies A Computer Science Perspective”, Pearson 

Education, 2011. 
4. Gopalan N.P. and Akilandeswari J., “Web Technology”, Prentice Hall of India, 2011. 
5. Paul Dietel and Harvey Deitel, “Java How to Program”, , 8th Edition Prentice Hall of India. 
6. Mahesh P. Matha, “Core Java A Comprehensive Study”, Prentice Hall of India, 2011. 
7. Uttam K.Roy, “Web Technologies”, Oxford University Press, 2011. 

 
 
 
 
PTCS6502                        OBJECT ORIENTED ANALYSIS AND DESIGN                      L T P C 

           3  0  0 3 
 
OBJECTIVES: 
The student should be made to: 

 Learn the basics of OO analysis and design skills.  

 Learn the UML design diagrams. 

 Learn to map design to code. 

 Be exposed to the various testing techniques. 

http://www.amazon.com/s/ref=ntt_athr_dp_sr_2?ie=UTF8&field-author=John+Burke&search-alias=books&text=John+Burke&sort=relevancerank
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UNIT I UML DIAGRAMS                                                                                                            9 
Introduction to OOAD – Unified Process - UML diagrams – Use Case – Class Diagrams– Interaction 
Diagrams – State Diagrams – Activity Diagrams – Package, component and Deployment Diagrams. 

 
UNIT II DESIGN PATTERNS                                                                                                       9 
GRASP: Designing objects with responsibilities – Creator – Information expert – Low  Coupling – 
High Cohesion – Controller - Design Patterns – creational - factory method - structural – Bridge – 
Adapter -behavioral – Strategy – observer. 

 
UNIT III CASE STUDY                                                                                                     9 
Case study – the Next Gen POS system, Inception -Use case Modeling - Relating Use cases – 
include, extend and generalization - Elaboration - Domain Models - Finding conceptual classes and 
description classes – Associations – Attributes – Domain model refinement – Finding conceptual 
class Hierarchies - Aggregation and Composition. 
 
UNIT IV APPLYING DESIGN PATTERNS                                                                                    9 

System sequence diagrams - Relationship between sequence diagrams and use cases Logical 
architecture and UML package diagram – Logical architecture refinement - UML class diagrams - 
UML interaction diagrams - Applying GoF design patterns. 

 
UNIT V CODING AND TESTING                                                                                   9 
Mapping design to code – Testing: Issues in OO Testing – Class Testing – OO Integration Testing – 
GUI Testing – OO System Testing. 

 
 TOTAL: 45 PERIODS 

OUTCOMES: 
At the end of the course, the student should be able to: 

 Design and implement projects using OO concepts. 

 Use the UML analysis and design diagrams. 

 Apply  appropriate design patterns. 

 Create code from design. 

 Compare and contrast various testing techniques.  
 

TEXT BOOK: 
1. Craig Larman, "Applying UML and Patterns: An Introduction to Object-Oriented Analysis and 

Design and Iterative Development”, Third Edition, Pearson Education, 2005. 
  
REFERENCES: 
1. Simon  Bennett,  Steve  Mc Robb  and  Ray  Farmer,  “Object  Oriented  Systems Analysis and 

Design Using UML”, Fourth Edition, Mc-Graw Hill Education, 2010. 
2. Erich Gamma, a n d  Richard Helm, Ralph Johnson, John Vlissides, “Design patterns:  

Elements of Reusable Object-Oriented Software”, Addison-Wesley, 1995. 
3. Martin Fowler, “UML Distilled: A Brief Guide to the Standard Object Modeling Language”, 

Third edition, Addison Wesley, 2003. 
4. Paul C. Jorgensen, “Software Testing:- A Craftsman‟s Approach”, Third Edition, Auerbach 

Publications, Taylor and Francis Group, 2008. 
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PTCS6511                                           CASE TOOLS LABORATORY          L  T  P  C 
       0   0  3  2 

OBJECTIVES: 
The student should be made to: 

 Learn the basics of OO analysis and design skills.  

 Be exposed to the UML design diagrams. 

 Learn to map design to code. 

 Be familiar with the various testing techniques 
 
LIST OF EXPERIMNENTS: 
To develop a mini-project by following the 9 exercises listed below. 

1. To develop a problem statement. 
2. Identify Use Cases and develop the Use Case model. 
3. Identify the conceptual classes and develop a domain model with UML Class diagram. 
4. Using the identified scenarios, find the interaction between objects and represent them using 

UML Sequence diagrams. 
5. Draw relevant state charts and activity diagrams. 
6. Identify the User Interface, Domain objects, and Technical services. Draw the partial layered, 

logical architecture diagram with UML package diagram notation. 
7. Develop and test the Technical services layer.  
8. Develop and test the Domain objects layer. 
9. Develop and test the User interface layer. 

 
Suggested domains for Mini-Project: 

1.  Passport automation system. 
2.  Book bank 
3.  Exam Registration 
4.  Stock maintenance system. 
5.  Online course reservation system 
6.  E-ticketing 
7.  Software personnel management system 
8.  Credit card processing 
9.  e-book management system 
10. Recruitment system 
11. Foreign trading system 
12. Conference Management System 
13. BPO Management System 
14. Library Management System 
15. Student Information System 

TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to 

 Design and implement projects using OO concepts. 

 Use the UML analysis and design diagrams. 

 Apply  appropriate design patterns. 

 Create code from design. 

 Compare and contrast various testing techniques 
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LIST OF EQUIPMENTS FOR A BATCH OF 30 STUDENTS 
Suggested Software Tools: 
Rational Suite (or) Argo UML (or) equivalent, Eclipse IDE and Junit 
 
Requirement for a batch of 30 students 

S.No Description of Equipment Quantity Required 

1 Software Tools 
Rational Suite 
Open Source Alternatives: 
ArgoUML, Visual 
Paradigm  
Eclipse IDE and JUnit 

30 user License 
 

2 PCs 30 

 
 
 

 
PTCS6512                           INTERNET PROGRAMMING LABORATORY                  L  T  P  C 
                                                                                                                                                   0   0  3  2 
OBJECTIVES: 
The student should be made to: 
 Be familiar with Web page design using HTML/XML and style sheets 
 Be exposed to creation of user interfaces using Java frames and applets. 
 Learn to create dynamic web pages using server side scripting. 
 Learn to write Client Server applications. 
 Be familiar with the frameworks JSP Strut, Hibernate, Spring 
 Be exposed to creating applications with AJAX 
 
LIST OF EXPERIMNENTS: 
 
IMPLEMENT THE FOLLOWING: 
WEBPAGE CONCEPTS 

a) Create a web page with the following using HTML 
a. To embed a map in a web page 
b. To fix the hot spots in that map 
c. Show all the related information when the hot spots are clicked. 

b) Create a web page with the following. 
a. Cascading style sheets. 
b. Embedded style sheets. 
c. Inline style sheets. Use our college information for the web pages. 

c) Create and save an XML document at the server, which contains 10 users Information. Write a 
Program, which takes user Id as an input and returns the User details by taking the user 
information from the XML document. 

 
SOCKETS & SERVLETS 

a) Write programs in Java using sockets to implement the following: 
i. HTTP request 
ii. FTP 
iii. SMTP 
iv. POP3 

b) Write a program in Java for creating simple chat application with datagram sockets and 
datagram packets. 
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c) Write programs in Java using Servlets: 
i. To invoke servlets from HTML forms 
ii.     To invoke servlets from Applets 

d) Write programs in Java to create three-tier applications using servlets for conducting on-line 
examination for displaying student mark list. Assume that student information is available in a 
database which has been stored in a database server. 

e) Write a program to lock servlet itself to a particular server IP address and port number. It 
requires an init parameter key that is appropriate for its servlet IP address and port before it 
unlocks itself and handles a request 

f) Session tracking using hidden form fields and Session tracking for a hit count  
g) Install TOMCAT web server. Convert the static webpages of programs 1&2 into dynamic web 

pages using servlets (or JSP) and cookies. Hint: Users information (user id, password, credit 
card number) would be stored in web.xml. Each user should have a separate Shopping Cart. 

 
ADVANCE CONCEPTS: 

a) Implement a simple  program using following frameworks 
a. JSP Struts Framework  b. Hibernate  c. Spring 

b) Explore the following application in AJAX: Searching in real time with live searches, Getting 
the answer with auto complete, Chatting with friends ,Dragging and dropping with Ajax, 
Getting instant login feedback, Ajax-enabled popup menus, Modifying Web pages on the fly. 

c) Write a web services for finding what people think by asking 500 people‟s opinion for any 
consumer product   

d) Write a web services for predicting for any product sales 
          TOTAL: 45 PERIODS 

REFERENCE: 
spoken-tutorial.org. 
 
OUTCOMES: 
At the end of the course, the student should be able to 
 Design Web pages using HTML/XML and style sheets 
 Create user interfaces using Java frames and applets. 
 Create dynamic web pages using server side scripting. 
 Write Client Server applications. 
 Use the frameworks JSP Strut, Hibernate, Spring 
 Create applications with AJAX 
 
LIST OF EQUIPMENTS FOR A BATCH OF 30 STUDENTS 
SOFTWARE: 
Java, Dream Weaver or Equivalent, MySQL or Equivalent, Apache Server  
 

HARDWARE: 
Standalone desktops   30 Nos 

 
 
PTIT6601                                              MOBILE COMPUTING                                                L  T  P C 
                                                                                                                                                   3  0  0  3 
OBJECTIVES: 
The student should be made to: 

 Understand the basic concepts of mobile computing  

 Be familiar with  the network protocol stack   

 Learn the basics of mobile telecommunication system  

 Be exposed to Ad-Hoc networks  

 Gain knowledge about different mobile platforms and application development  

http://spoken-tutorial.org/
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UNIT I             INTRODUCTION                                                 9 
Mobile Computing – Mobile Computing Vs wireless Networking – Mobile Computing Applications – 
Characteristics of Mobile computing – Structure of Mobile Computing Application. MAC Protocols – 
Wireless MAC Issues – Fixed Assignment Schemes – Random Assignment Schemes – Reservation 
Based Schemes.  
 
UNIT II           MOBILE INTERNET PROTOCOL AND TRANSPORT LAYER                                    9 
Overview of Mobile IP – Features of Mobile IP – Key Mechanism in Mobile IP – route Optimization. 
Overview of TCP/IP – Architecture of TCP/IP- Adaptation of TCP Window – Improvement in TCP 
Performance. 
  
UNIT III         MOBILE TELECOMMUNICATION SYSTEM                                                        9 
Global System for Mobile Communication (GSM) – General Packet Radio Service (GPRS) – 
Universal Mobile Telecommunication System (UMTS). 
 
UNIT IV         MOBILE AD-HOC NETWORKS                                                                               9 
Ad-Hoc Basic Concepts – Characteristics – Applications – Design Issues – Routing – Essential of 
Traditional Routing Protocols –Popular Routing Protocols – Vehicular Ad Hoc networks ( VANET) – 
MANET Vs VANET – Security.   
 
UNIT V        MOBILE PLATFORMS AND APPLICATIONS                                    9  
Mobile Device Operating Systems – Special Constrains & Requirements – Commercial Mobile 
Operating Systems – Software Development Kit: iOS, Android, BlackBerry, Windows Phone – M-
Commerce – Structure – Pros & Cons – Mobile Payment System – Security Issues.     

TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Explain the basics of mobile telecommunication system  

 Choose the required functionality at each layer for given application 

 Identify solution for each functionality at each layer 

 Use simulator tools and design Ad hoc networks 

 Develop a mobile application. 
 
TEXT BOOK: 
1. Prasant Kumar Pattnaik, Rajib Mall, “Fundamentals of Mobile Computing”,  PHI Learning Pvt. Ltd, 

New Delhi – 2012. 
 
REFERENCES: 
1. Jochen H. Schller, “Mobile Communications”, Second Edition, Pearson Education, New Delhi,     

2007. 
2. Dharma Prakash Agarval, Qing and An Zeng, "Introduction to Wireless and Mobile systems", 

Thomson Asia Pvt Ltd, 2005.   
3. Uwe Hansmann, Lothar Merk, Martin S. Nicklons and Thomas Stober, “Principles of   Mobile 

Computing”, Springer, 2003. 
4. William.C.Y.Lee,“Mobile Cellular Telecommunications-Analog and Digital Systems”, Second  

Edition,Tata Mc Graw Hill Edition ,2006. 
5. C.K.Toh, “AdHoc Mobile Wireless Networks”, First Edition, Pearson Education, 2002. 
6. Android Developers : http://developer.android.com/index.html 
7. Apple Developer : https://developer.apple.com/ 
8. Windows Phone Dev Center : http://developer.windowsphone.com 
9. BlackBerry Developer : http://developer.blackberry.com/ 

http://developer.android.com/index.html
https://developer.apple.com/
http://developer.windowsphone.com/
http://developer.blackberry.com/
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PTCS6660                                              COMPILER DESIGN                                                  L  T  P  C 
                                                                                                                                                    3   0  0  3 
OBJECTIVES: 
The student should be made to: 

 Learn the design principles of a Compiler. 

 Learn the various parsing techniques and different levels of translation 

 Learn how to optimize and effectively generate machine codes 
 
UNIT I INTRODUCTION TO COMPILERS                         5 
Translators-Compilation and Interpretation-Language processors -The Phases of Compiler-Errors 
Encountered in Different Phases-The Grouping of Phases-Compiler Construction Tools - 
Programming Language basics.                                                                           
 
UNIT II  LEXICAL ANALYSIS                                                9 
Need and Role of Lexical Analyzer-Lexical Errors-Expressing Tokens by Regular Expressions-
Converting Regular Expression to DFA- Minimization of DFA-Language for Specifying Lexical 
Analyzers-LEX-Design of  Lexical Analyzer  for a sample Language.  
         
UNIT III SYNTAX ANALYSIS                         10 
Need and Role of the Parser-Context Free Grammars -Top Down Parsing -General Strategies-
Recursive Descent Parser Predictive Parser-LL(1) Parser-Shift Reduce Parser-LR Parser-LR (0)Item-
Construction of SLR Parsing Table -Introduction to LALR Parser - Error Handling and Recovery in 
Syntax Analyzer-YACC-Design of a syntax Analyzer for a Sample Language . 
 
UNIT IV  SYNTAX DIRECTED TRANSLATION & RUN TIME ENVIRONMENT                         12 
Syntax directed Definitions-Construction of Syntax Tree-Bottom-up Evaluation of S-Attribute 
Definitions- Design of predictive translator -  Type Systems-Specification of a simple type checker-
Equivalence of Type Expressions-Type Conversions.  
 
RUN-TIME ENVIRONMENT: Source Language Issues-Storage Organization-Storage Allocation-
Parameter Passing-Symbol Tables-Dynamic Storage Allocation-Storage Allocation in FORTAN. 
 
UNIT V  CODE OPTIMIZATION AND CODE GENERATION                                            9 
Principal Sources of Optimization-DAG- Optimization of Basic Blocks-Global Data Flow Analysis-
Efficient Data Flow Algorithms-Issues in Design of a Code Generator - A Simple Code Generator 
Algorithm.  
                   TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Design and implement a prototype compiler. 

 Apply the various optimization techniques.  

 Use the different compiler construction tools. 
 

TEXTBOOK: 
1. Alfred V Aho, Monica S. Lam, Ravi Sethi and Jeffrey D Ullman, “Compilers – Principles, 

Techniques and Tools”, 2nd Edition, Pearson Education, 2007. 
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REFERENCES: 
1. Randy  Allen,  Ken  Kennedy,  “Optimizing  Compilers  for  Modern  Architectures:  A      

Dependence-based Approach”, Morgan Kaufmann Publishers, 2002. 
2. Steven  S.  Muchnick,  “Advanced  Compiler  Design  and  Implementation, “Morgan  

Kaufmann Publishers - Elsevier Science, India, Indian Reprint 2003. 
3. Keith D Cooper and Linda Torczon, “Engineering a Compiler”, Morgan Kaufmann       

Publishers Elsevier Science, 2004. 
4. Charles N. Fischer, Richard. J. LeBlanc, “Crafting a Compiler with C”,   Pearson   Education,     

2008.  

 
 
 

PTCS6659                                        ARTIFICIAL INTELLIGENCE                                           L  T  P C 
                         3  0  0  3 
OBJECTIVES: 
The student should be made to: 

 Study the concepts of Artificial Intelligence. 

 Learn the methods of solving problems using Artificial Intelligence. 

 Introduce the concepts of Expert Systems and machine learning. 
 

UNIT I  INTRODUCTION TO Al AND PRODUCTION SYSTEMS                                  9 
Introduction to AI-Problem formulation, Problem Definition -Production systems, Control strategies, 
Search strategies. Problem characteristics, Production system characteristics -Specialized production 
system- Problem solving methods - Problem graphs, Matching, Indexing and Heuristic functions -Hill 
Climbing-Depth first and Breath first, Constraints satisfaction - Related algorithms, Measure of 
performance and analysis of search algorithms. 
 

UNIT II           REPRESENTATION OF KNOWLEDGE                                    9 
Game playing - Knowledge representation, Knowledge representation using Predicate logic, 
Introduction to predicate calculus, Resolution, Use of predicate calculus, Knowledge representation 
using other logic-Structured representation of knowledge. 
 

UNIT III          KNOWLEDGE INFERENCE                                      9 
Knowledge representation -Production based system, Frame based system. Inference - Backward 
chaining, Forward chaining, Rule value approach, Fuzzy reasoning - Certainty factors, Bayesian 
Theory-Bayesian Network-Dempster - Shafer theory. 
 

UNIT IV        PLANNING AND MACHINE LEARNING                          9 
Basic plan generation systems - Strips -Advanced plan generation systems – K strips -Strategic 
explanations -Why, Why not and how explanations. Learning- Machine learning, adaptive Learning. 
 

UNIT V         EXPERT SYSTEMS                                       9 
Expert systems - Architecture of expert systems, Roles of expert systems - Knowledge Acquisition –
Meta knowledge, Heuristics. Typical expert systems - MYCIN, DART, XOON, Expert systems shells. 

           TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Identify problems that are amenable to solution by AI methods. 
 Identify appropriate AI methods to solve a given problem. 
 Formalise a given problem in the language/framework of different AI methods. 
 Implement basic AI algorithms. 
 Design and carry out an empirical evaluation of different algorithms on a problem 

formalisation, and state the conclusions that the evaluation supports. 
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TEXT BOOKS: 
1. Kevin Night and Elaine Rich, Nair B., “Artificial Intelligence (SIE)”, Mc Graw Hill- 2008.  

(Units-I,II,VI & V) 
2. Dan W. Patterson, “Introduction to AI and ES”, Pearson Education, 2007. (Unit-III). 

 
REFERENCES: 
1. Peter Jackson, “Introduction to Expert Systems”, 3rd Edition, Pearson Education, 2007. 
2. Stuart Russel and Peter Norvig “AI – A Modern Approach”, 2nd Edition, Pearson Education 2007. 
3. Deepak Khemani “Artificial Intelligence”, Tata McGraw Hill Education 2013. 
4. http://nptel.ac.in  

 

                       

            
PTCS6504      COMPUTER GRAPHICS                                             L  T  P  C 
                                                                                                                                                   3   0  0  3 
OBJECTIVES: 
The student should be made to: 

 Gain knowledge about graphics hardware devices and software used. 

 Understand the two dimensional graphics and their transformations. 

 Understand the three dimensional graphics and their transformations. 

 Appreciate illumination and color models. 

 Be familiar with understand clipping techniques. 

 
UNIT I INTRODUCTION                            9 
Survey of computer graphics, Overview of graphics systems – Video display devices, Raster scan 
systems, Random scan systems, Graphics monitors and Workstations, Input devices, Hard copy 
Devices, Graphics Software; Output primitives – points and lines, line drawing algorithms, loading the 
frame buffer, line function; circle and ellipse generating algorithms; Pixel addressing and object 
geometry, filled area primitives. 
 

UNIT II  TWO DIMENSIONAL GRAPHICS                                    9 
Two dimensional geometric transformations – Matrix representations and homogeneous coordinates, 
composite transformations; Two dimensional viewing – viewing pipeline, viewing coordinate reference 
frame; widow-to-viewport coordinate transformation, Two dimensional viewing functions; clipping 
operations – point, line, and polygon clipping algorithms. 
 

UNIT III    THREE DIMENSIONAL GRAPHICS                       10 
Three dimensional concepts; Three dimensional object representations – Polygon surfaces- Polygon 
tables- Plane equations - Polygon meshes; Curved Lines and surfaces, Quadratic surfaces; Blobby 
objects; Spline representations – Bezier curves and surfaces -B-Spline curves and surfaces. 
TRANSFORMATION AND VIEWING: Three dimensional geometric and modeling transformations – 
Translation, Rotation, Scaling, composite transformations; Three dimensional viewing – viewing 
pipeline, viewing coordinates, Projections, Clipping; Visible surface detection methods. 

  
UNIT IV ILLUMINATION AND COLOUR MODELS                                    7 
Light sources - basic illumination models – halftone patterns and dithering techniques; Properties of 
light - Standard primaries and chromaticity diagram; Intuitive colour concepts - RGB colour model - 
YIQ colour model - CMY colour model - HSV colour model - HLS colour model; Colour selection. 
 

http://nptel.ac.in/
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UNIT V  ANIMATIONS & REALISM                        10 
ANIMATION GRAPHICS:  Design of Animation sequences – animation function – raster animation – 
key frame systems – motion specification –morphing – tweening.  
 

COMPUTER GRAPHICS REALISM: Tiling the plane – Recursively defined curves – Koch curves – C 
curves – Dragons – space filling curves – fractals – Grammar based models – fractals – turtle 
graphics – ray tracing.  

             TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Design two dimensional graphics. 

 Apply two dimensional transformations.  

 Design three dimensional graphics. 

 Apply three dimensional  transformations. 

 Apply Illumination and color models. 

 Apply clipping techniques to graphics. 

 Design animation sequences. 
 
TEXT BOOKS: 
1. John F. Hughes, Andries Van Dam, Morgan Mc Guire ,David F. Sklar , James D. Foley, Steven 

K. Feiner and Kurt Akeley ,”Computer Graphics: Principles and Practice”, , 3rd Edition, Addison-
Wesley Professional,2013. (UNIT I, II, III, IV). 

2. Donald Hearn and Pauline Baker M, “Computer Graphics", Prentice Hall, New Delhi, 2007 
(UNIT V). 

 
REFERENCES: 
1. Donald Hearn and M. Pauline Baker, Warren Carithers,“Computer Graphics With Open GL”, 

 4th Edition, Pearson Education, 2010. 
2. Jeffrey McConnell, “Computer Graphics: Theory into Practice”, Jones and Bartlett Publishers, 

2006. 
3. Hill F S Jr., "Computer Graphics", Maxwell Macmillan” , 1990. 
4. Peter Shirley, Michael Ashikhmin,  Michael Gleicher, Stephen R Marschner, Erik Reinhard, Kelvin 

Sung, and AK Peters,  Fundamental of Computer Graphics, CRC Press, 2010. 

5. William M. Newman and Robert F.Sproull, “Principles of Interactive Computer Graphics”, Mc 

Graw Hill 1978. 
6. http://nptel.ac.in/ 

 
 
 
 

PTCS6611               MOBILE APPLICATION DEVELOPMENT LABORATORY                   L  T   P  C 
                                                                                                                                                  0  0   3   2 
OBJECTIVES: 
The student should be made to: 

 Know the components and structure of mobile application development frameworks for 
Android and windows OS based mobiles. 

 Understand how to work with various mobile application development frameworks. 

 Learn the basic and important design concepts and issues of development of mobile 
applications. 

 Understand the capabilities and limitations of mobile devices. 
 

http://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22William+M.+Newman%22
http://www.google.co.in/search?tbo=p&tbm=bks&q=inauthor:%22Robert+F.+Sproull%22
http://nptel.ac.in/
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LIST OF EXPERIMENTS: 
1. Develop an application that uses GUI components, Font and Colours 
2. Develop an application that uses Layout Managers and event listeners. 
3. Develop a native calculator application. 
4. Write an application that draws basic graphical primitives on the screen. 
5. Develop an application that makes use of database. 
6. Develop an application that makes use of RSS Feed. 
7. Implement an application that implements Multi threading 
8. Develop a native application that uses GPS location information. 
9. Implement an application that writes data to the SD card. 
10. Implement an application that creates an alert upon receiving a message. 
11. Write a mobile application that creates alarm clock 

TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Design and Implement various mobile applications using emulators. 

  Deploy applications to hand-held devices 
 

LIST OF EQUIPMENTS FOR A BATCH OF 30 STUDENTS 
Standalone desktops with Windows or Android or  

 iOS or  Equivalent  Mobile Application Development  

Tools with appropriate emulators and  debuggers         -  30 Nos. 

 

 

 

PTCS6701                        CRYPTOGRAPHY AND NETWORK SECURITY                         L   T   P  C 
                                                                                                                                                 3    0   0   3 
OBJECTIVES: 
The student should be made to: 

 Understand OSI security architecture and classical encryption techniques. 

 Acquire fundamental knowledge on the concepts of finite fields and number theory. 

 Understand various block cipher and stream cipher models.  

 Describe the principles of public key cryptosystems, hash functions and digital signature. 
 

UNIT I INTRODUCTION & NUMBER THEORY                        10 
Services, Mechanisms and attacks-the OSI security architecture-Network security model-Classical 
Encryption techniques (Symmetric cipher model, substitution techniques, transposition techniques, 
steganography).FINITE FIELDS AND NUMBER THEORY: Groups, Rings, Fields-Modular arithmetic-
Euclid‟s algorithm-Finite fields- Polynomial Arithmetic –Prime numbers-Fermat‟s and Euler‟s theorem-
Testing for primality -The Chinese remainder theorem- Discrete logarithms. 
 
UNIT II BLOCK CIPHERS & PUBLIC KEY CRYPTOGRAPHY                                          10 
Data Encryption Standard-Block cipher principles-block cipher modes of operation-Advanced 
Encryption Standard (AES)-Triple DES-Blowfish-RC5 algorithm. Public key cryptography: Principles 
of public key cryptosystems-The RSA algorithm-Key management - Diffie Hellman Key exchange-
Elliptic curve arithmetic-Elliptic curve cryptography. 
 
UNIT III HASH FUNCTIONS AND DIGITAL SIGNATURES                                   8 
Authentication requirement – Authentication function – MAC – Hash function – Security of hash 
function and MAC –MD5 - SHA - HMAC – CMAC - Digital signature and authentication protocols – 
DSS – EI Gamal – Schnorr. 



33 

 

UNIT IV SECURITY PRACTICE & SYSTEM SECURITY                       8 
Authentication applications – Kerberos – X.509 Authentication services - Internet Firewalls for Trusted 
System: Roles of Firewalls – Firewall related terminology- Types of Firewalls - Firewall designs - SET 
for E-Commerce Transactions. Intruder – Intrusion detection system – Virus and related threats – 
Countermeasures – Firewalls design principles – Trusted systems – Practical implementation of 
cryptography and security. 
 
UNIT V E-MAIL, IP & WEB SECURITY                                     9 
E-mail Security: Security Services for E-mail-attacks possible through E-mail - establishing keys 
privacy-authentication of the source-Message Integrity-Non-repudiation-Pretty Good Privacy-S/MIME. 
IPSecurity: Overview of IPSec - IP and IPv6-Authentication Header-Encapsulation Security Payload 
(ESP)-Internet Key Exchange (Phases of IKE, ISAKMP/IKE Encoding). Web Security: SSL/TLS 
Basic Protocol-computing the keys- client authentication-PKI as deployed by SSLAttacks fixed in v3- 
Exportability-Encoding-Secure Electronic Transaction (SET). 

         TOTAL: 45 PERIODS 
OUTCOMES: 
Upon Completion of the course, the students should be able to: 

 Compare various Cryptographic Techniques 

 Design Secure applications 

 Inject secure coding in the developed applications 
  
TEXT BOOKS: 
1. William Stallings, Cryptography and Network Security, 6th Edition, Pearson Education, March 

2013. (UNIT I,II,III,IV). 
2. Charlie Kaufman, Radia Perlman and Mike Speciner, “Network Security”, Prentice Hall of India, 

2002. (UNIT V). 
 
REFERENCES: 
1. Behrouz A. Ferouzan, “Cryptography & Network Security”, Tata Mc Graw Hill, 2007. 
2. Man Young Rhee, “Internet Security: Cryptographic Principles”, “Algorithms and Protocols”, Wiley 

Publications, 2003. 
3. Charles Pfleeger, “Security in Computing”, 4th Edition, Prentice Hall of India, 2006. 
4. Ulysess Black, “Internet Security Protocols”, Pearson Education Asia, 2000. 
5. Charlie Kaufman and Radia Perlman, Mike Speciner, “Network Security, Second Edition, Private 

Communication in Public World”, PHI 2002. 
6. Bruce Schneier and Neils Ferguson, “Practical Cryptography”, First Edition, Wiley Dreamtech 

India   Pvt Ltd, 2003. 
7.  Douglas R Simson “Cryptography – Theory and practice”, First Edition, CRC Press, 1995. 
8. http://nptel.ac.in/. 

 

 

 

 
PTCS6703       GRID AND CLOUD COMPUTING                                          L  T  P C 
                                                                                                                                                    3  0  0  3 
 
OBJECTIVES: 
The student should be made to: 

 Understand how Grid computing helps in solving large scale scientific problems. 

 Gain knowledge on the concept of virtualization that is fundamental to cloud computing. 

 Learn how to program the grid and the cloud. 

 Understand the security issues in the grid and the cloud environment. 

http://nptel.ac.in/
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UNIT I INTRODUCTION                                                                                 9 
Evolution of Distributed computing: Scalable computing over the Internet – Technologies for network 
based systems – clusters of cooperative computers  - Grid computing Infrastructures – cloud 
computing - service oriented architecture – Introduction to Grid Architecture and standards – 
Elements of Grid – Overview of Grid Architecture. 
 

UNIT II GRID SERVICES                   9 
Introduction to Open Grid Services Architecture (OGSA) – Motivation – Functionality Requirements – 
Practical & Detailed view of OGSA/OGSI – Data intensive grid service models – OGSA services. 
 

UNIT III VIRTUALIZATION                                                                                                           9 
Cloud deployment models: public, private, hybrid, community – Categories of cloud computing: 
Everything as a service: Infrastructure, platform, software -   Pros  and Cons of cloud computing – 
Implementation levels of virtualization – virtualization structure – virtualization of CPU, Memory and 
I/O devices – virtual clusters and Resource Management – Virtualization for data center automation. 
 

UNIT IV PROGRAMMING MODEL                                                                                               9 
Open source grid middleware packages – Globus Toolkit (GT4) Architecture , Configuration – Usage 
of Globus – Main components and Programming model - Introduction to Hadoop Framework - 
Mapreduce, Input splitting, map and reduce functions, specifying input and output parameters, 
configuring and running a job – Design of Hadoop file system, HDFS concepts, command line and 
java interface, dataflow of File read & File write.   
 

UNIT V SECURITY                                                                                                                       9 
Trust models for Grid security environment – Authentication and Authorization methods – Grid 
security infrastructure – Cloud Infrastructure security: network, host and application level – aspects of 
data security, provider data and its security, Identity and access management architecture, IAM 
practices in the cloud, SaaS, PaaS, IaaS availability in the cloud, Key privacy issues in the cloud.  

 
TOTAL: 45 PERIODS 

OUTCOMES: 
At the end of the course, the student should be able to: 

 Apply grid computing techniques to solve  large scale scientific problems. 

 Apply  the concept of virtualization.  

 Use the grid and cloud tool kits. 

 Apply  the security models in the grid and the cloud environment. 
 
TEXT BOOK: 
1. Kai Hwang, Geoffery C. Fox and Jack J. Dongarra, “Distributed and Cloud Computing: Clusters, 

Grids, Clouds and the Future of Internet”, First Edition, Morgan Kaufman Publisher, an Imprint of 
Elsevier, 2012. 

 
REFERENCES: 
1.  Jason Venner, “Pro Hadoop- Build Scalable, Distributed Applications in the Cloud”, A Press, 2009 
2.  Tom White, “Hadoop The Definitive Guide”, First Edition. O‟Reilly, 2009. 
3.  Bart Jacob (Editor), “Introduction to Grid Computing”, IBM Red Books, Vervante, 2005 
4.  Ian Foster, Carl Kesselman, “The Grid: Blueprint for a New Computing Infrastructure”, 2nd Edition,  
     Morgan Kaufmann. 
5.  Frederic Magoules and Jie Pan, “Introduction to Grid Computing” CRC Press, 2009. 
6.  Daniel Minoli, “A Networking Approach to Grid Computing”, John Wiley Publication, 2005. 
7.  Barry Wilkinson, “Grid Computing: Techniques and Applications”, Chapman and Hall, CRC, 

Taylor  and Francis Group, 2010. 
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PTCS6712                         GRID AND CLOUD COMPUTING LABORATORY                     L   T   P  C  
                                                                                                                                                 0   0   3  2 
OBJECTIVES: 
The student should be made to: 

 Be exposed to tool kits for grid and cloud environment. 
 Be familiar with developing web services/Applications in grid framework 
 Learn to run virtual machines of different configuration. 
 Learn to use Hadoop 

 
LIST OF EXPERIMENTS: 
 
GRID COMPUTING LAB 
Use Globus Toolkit or equivalent and do the following: 

1. Develop a new Web Service for Calculator. 
2. Develop new OGSA-compliant Web Service. 
3. Using Apache Axis develop a Grid Service. 
4. Develop applications using Java or C/C++ Grid APIs 
5. Develop secured applications using basic security mechanisms available in Globus Toolkit. 
6. Develop a Grid portal, where user can submit a job and get the result. Implement it with and 

without GRAM concept. 
 

CLOUD COMPUTING LAB 
Use Eucalyptus or Open Nebula or equivalent to set up the cloud and demonstrate. 

1. Find procedure to run the virtual machine of different configuration. Check how many virtual 
machines can be utilized at particular time. 

2. Find procedure to attach virtual block to the virtual machine and check whether it holds the 
data even after the release of the virtual machine. 

3. Install a C compiler in the virtual machine and execute a sample program. 
4. Show the virtual machine migration based on the certain condition from one node to the other. 
5. Find procedure to install storage controller and interact with it. 
6. Find procedure to set up the one node Hadoop cluster. 
7. Mount the one node Hadoop cluster using FUSE. 
8. Write a program to use the API's of Hadoop to interact with it. 
9. Write a wordcount program to demonstrate the use of Map and Reduce tasks. 

TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to 

 Use the grid and cloud tool kits. 

 Design and implement applications on the Grid. 

 Design and Implement applications on the Cloud. 
 
LIST OF EQUIPMENTS FOR A BATCH OF 30 STUDENTS: 
 
SOFTWARE: 
Globus Toolkit or equivalent 
Eucalyptus or Open Nebula or equivalent  
 
HARDWARE 
Standalone desktops   30 Nos 
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PTCS6801     MULTI-CORE ARCHITECTURES AND PROGRAMMING      L T P C 
                                                                                             3   0   0  3 
 
OBJECTIVES:  
The student should be made to: 

 Understand the challenges in parallel and multi-threaded programming. 

 Learn about the various parallel programming paradigms, and solutions. 
 
UNIT I MULTI-CORE PROCESSORS                                     9 
Single core to Multi-core architectures – SIMD and MIMD systems – Interconnection networks - 
Symmetric and Distributed Shared Memory Architectures – Cache coherence - Performance Issues – 
Parallel program design. 
 
UNIT II PARALLEL PROGRAM CHALLENGES                                           9 
Performance – Scalability – Synchronization and data sharing – Data races – Synchronization 
primitives (mutexes, locks, semaphores, barriers) – deadlocks and livelocks – communication 
between threads (condition variables, signals, message queues and pipes).  
 
UNIT III SHARED MEMORY PROGRAMMING WITH OpenMP                                 9 

 OpenMP Execution Model – Memory Model – OpenMP Directives – Work-sharing Constructs - Library 
functions – Handling Data and Functional Parallelism – Handling Loops - Performance 
Considerations. 
  
UNIT IV DISTRIBUTED MEMORY PROGRAMMING WITH MPI                                 9  
MPI program execution – MPI constructs – libraries – MPI send and receive – Point-to-point and  
Collective communication – MPI derived datatypes  – Performance evaluation 
 
UNIT V PARALLEL PROGRAM DEVELOPMENT                                   9 
Case studies -  n-Body solvers – Tree Search – OpenMP and MPI implementations and comparison. 

                   
                  TOTAL: 45 PERIODS 
OUTCOMES: 
At the end of the course, the student should be able to: 

 Program Parallel Processors. 

 Develop programs using OpenMP and MPI. 

 Compare and contrast programming for serial processors and programming for parallel 
processors. 

 
TEXT BOOKS: 
1. Peter S. Pacheco, “An Introduction to Parallel Programming”, Morgan-Kauffman/Elsevier, 2011.  
2. Darryl Gove, “Multicore Application Programming for Windows, Linux, and Oracle Solaris”, 

Pearson, 2011 (unit 2) 
 
REFERENCES: 
1.   Michael J Quinn, “Parallel programming in C with MPI and OpenMP”, Tata McGraw Hill, 2003. 
2.   Shameem Akhter and Jason Roberts, “Multi-core Programming”, Intel Press, 2006. 
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PTCS6811                               PROJECT WORK                                                          L T P C 
0 0  9  6 

OBJECTIVES: 

 To develop the ability to solve a specific problem right from its identification and literature 
review till the successful solution of the same. To train the students in preparing project reports 
and to face reviews and viva voce examination. 
 

The students in a group of 3 to 4 works on a topic approved by the head of the department under the 
guidance of a faculty member and prepares a comprehensive project report after completing the work 
to the satisfaction of the supervisor. The progress of the project is evaluated based on a minimum of 
three reviews. The review committee may be constituted by the Head of the Department. A project 
report is required at the end of the semester. The project work is evaluated based on oral 
presentation and the project report jointly by external and internal examiners constituted by the Head 
of the Department.  

TOTAL: 135 PERIODS 

OUTCOMES: 

 On Completion of the project work students will be in a position to take up any challenging 
practical problems and find solution by formulating proper methodology. 

 
 
PTCS6001                                     C# AND .NET PROGRAMMING                                       L  T  P  C 
                                                                                                    3   0  0   3 
OBJECTIVES: 
The student should be made to: 

 Understand the foundations of CLR execution. 

 Learn the technologies of the  .NET framework. 

 Know the object oriented aspects of C#. 

 Be aware of  application development in .NET. 

 Learn web based applications on .NET (ASP.NET). 
 
UNIT I INTRODUCTION TO C#                                                          9 
Introducing C#, Understanding .NET, overview of C#, Literals, Variables, Data Types, Operators, 
checked and unchecked operators, Expressions, Branching, Looping, Methods, implicit and explicit 
casting, Constant, Arrays, Array Class, Array List, String, String Builder, Structure, Enumerations, 
boxing and unboxing. 
 
UNIT II OBJECT ORIENTED ASPECTS OF C#                        9 
Class, Objects, Constructors and its types, inheritance, properties, indexers, index overloading, 
polymorphism, sealed class and methods, interface, abstract class, abstract and interface, operator 
overloading, delegates, events, errors and exception,  Threading. 
 
UNIT III APPLICATION DEVELOPMENT ON .NET                                  9 
Building windows application, Creating our own window forms with events and controls, menu 
creation, inheriting window forms, SDI and MDI application, Dialog Box(Modal and Modeless), 
accessing data with ADO.NET,  DataSet, typed dataset, Data Adapter, updating database using 
stored procedures, SQL Server with ADO.NET, handling exceptions, validating controls, windows 
application configuration. 
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UNIT IV WEB BASED APPLICATION DEVELOPMENT ON .NET                                           9 
Programming web application with web forms, ASP.NET introduction, working with XML and .NET, 
Creating Virtual Directory and Web Application, session management techniques, web.config, web 
services, passing datasets, returning datasets from web services, handling transaction, handling 
exceptions, returning exceptions from SQL Server. 
 
UNIT V CLR AND .NET FRAMEWORK                                                         9 
Assemblies, Versoning, Attributes, reflection, viewing meta data, type discovery, reflection on type, 
marshalling, remoting, security in .NET 

  TOTAL: 45 PERIODS 
OUTCOMES: 
After completing this course, the student will be able to: 

 List the major elements of the .NET  frame work  

 Explain how C#  fits into the .NET platform. 

 Analyze the basic structure of a C# application 

 Debug, compile, and run a simple application. 

 Develop programs using C# on .NET 

 Design and develop Web based applications on .NET 

 Discuss CLR. 
    

  TEXT BOOKS: 
1. Herbert Schildt, “The Complete Reference: C# 4.0”, Tata Mc Graw Hill, 2012. 
2. Christian Nagel et al. “Professional C# 2012  with .NET 4.5”, Wiley India, 2012. 
 

REFERENCES: 
1. Andrew Troelsen , “Pro C# 2010 and the .NET 4 Platform, Fifth edition, A Press, 2010. 
2. Ian Griffiths, Matthew Adams, Jesse Liberty, “Programming C# 4.0”, Sixth Edition, O‟Reilly, 2010. 

 
  
 
 
 

PTGE6757                 TOTAL QUALITY MANAGEMENT                                        L  T  P  C 
                            3  0   0  3 
OBJECTIVES :  

 To facilitate the understanding of Quality Management principles and process. 
 

UNIT I  INTRODUCTION                                                9 
Introduction - Need for quality -  Evolution of quality - Definitions of quality - Dimensions of product 
and service quality - Basic concepts of TQM - TQM Framework - Contributions of Deming, Juran and 
Crosby - Barriers to TQM - Quality statements - Customer focus - Customer orientation, Customer 
satisfaction, Customer complaints, Customer retention - Costs of quality. 
    
UNIT II            TQM PRINCIPLES                                                9 
Leadership - Strategic quality planning, Quality Councils - Employee involvement - Motivation, 
Empowerment, Team and Teamwork, Quality circles Recognition and Reward, Performance 
appraisal -  Continuous process improvement - PDCA cycle, 5S, Kaizen - Supplier partnership - 
Partnering, Supplier selection, Supplier Rating. 
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UNIT III  TQM TOOLS AND TECHNIQUES I                                   9 
The seven traditional tools of quality - New management tools - Six sigma: Concepts, Methodology, 
applications to manufacturing, service sector including IT - Bench marking - Reason to bench mark, 
Bench marking process - FMEA - Stages, Types. 
 
UNIT IV  TQM TOOLS AND TECHNIQUES II                                   9 
Control Charts - Process Capability - Concepts of Six Sigma - Quality Function Development (QFD) - 
Taguchi quality loss function - TPM - Concepts, improvement needs - Performance measures. 
 
UNIT V QUALITY SYSTEMS                                                              9 
Need for ISO 9000 - ISO 9001-2008 Quality System - Elements, Documentation, Quality Auditing - 
QS 9000 - ISO 14000 - Concepts, Requirements and Benefits - TQM Implementation in 
manufacturing and service sectors. 
                                                                                                                          TOTAL: 45 PERIODS 
OUTCOMES : 

 The student would be able to apply the tools and techniques of quality management to 
manufacturing and services processes. 

 
TEXTBOOK: 
1. Dale H. Besterfiled, et at., "Total quality Management", Pearson Education Asia, Third Edition, 

Indian Reprint  2006. 
 
REFERENCES: 
1. James R. Evans and William M. Lindsay, "The Management and Control of Quality", 8th Edition, 

First Indian Edition, Cengage Learning, 2012. 
2. Suganthi.L and Anand Samuel, "Total Quality Management", Prentice Hall (India) Pvt. Ltd., 2006. 
3. Janakiraman. B and Gopal .R.K., "Total Quality Management - Text and Cases", Prentice Hall 

(India) Pvt. Ltd., 2006. 
 

 
 
 
 

PT IT6702                              DATA WAREHOUSING AND DATA MINING                           L  T  P  C 
                                                                                                                                                   3   0  0  3 
OBJECTIVES: 
The student should be made to: 

 Be familiar with the concepts of data warehouse and data mining, 

 Be acquainted with the tools and techniques used for Knowledge Discovery in Databases. 
 
UNIT I  DATA WAREHOUSING                          9 
Data warehousing Components –Building a Data warehouse –- Mapping the Data Warehouse to a 
Multiprocessor Architecture – DBMS Schemas for Decision Support – Data Extraction, Cleanup, and 
Transformation Tools –Metadata. 
 
UNIT II  BUSINESS ANALYSIS                           9 
Reporting and Query tools and Applications – Tool Categories – The Need for Applications – Cognos 
Impromptu – Online Analytical Processing (OLAP) – Need – Multidimensional Data Model – OLAP 
Guidelines – Multidimensional versus Multirelational OLAP – Categories of Tools – OLAP Tools and 
the Internet. 
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UNIT III DATA MINING                            9 
Introduction – Data – Types of Data – Data Mining Functionalities – Interestingness of Patterns – 
Classification of Data Mining Systems – Data Mining Task Primitives – Integration of a Data Mining 
System with a Data Warehouse – Issues –Data Preprocessing. 
 
UNIT IV ASSOCIATION RULE MINING AND CLASSIFICATION                                  9 
Mining Frequent Patterns, Associations and Correlations – Mining Methods – Mining various Kinds of 
Association Rules – Correlation Analysis – Constraint Based Association Mining – Classification and 
Prediction - Basic Concepts - Decision Tree Induction - Bayesian Classification – Rule Based 
Classification – Classification by Back propagation – Support Vector Machines – Associative 
Classification – Lazy Learners – Other Classification Methods – Prediction. 
 
UNIT V    CLUSTERING AND TRENDS IN DATA MINING                                   9 
Cluster Analysis - Types of Data – Categorization of Major Clustering Methods – K-means– 
Partitioning Methods – Hierarchical Methods - Density-Based Methods –Grid Based Methods – 
Model-Based Clustering Methods – Clustering High Dimensional Data - Constraint – Based Cluster 
Analysis – Outlier Analysis – Data Mining Applications. 
                              TOTAL: 45 PERIODS 
OUTCOMES: 

After completing this course, the student will be able to: 

 Apply data mining techniques and methods to large data sets. 

 Use data mining  tools 

 Compare and contrast the various classifiers.  
 

TEXT BOOKS: 
1. Alex Berson and Stephen J.Smith, “Data Warehousing, Data Mining and OLAP”, Tata McGraw – 

Hill Edition, Thirteenth Reprint 2008. 
2. Jiawei Han and Micheline Kamber, “Data Mining Concepts and Techniques”, Third Edition, 

Elsevier, 2012. 
 

REFERENCES: 
1. Pang-Ning Tan, Michael Steinbach and Vipin Kumar, “Introduction to Data Mining”,  

Person Education, 2007. 
2. K.P. Soman, Shyam Diwakar and V. Aja, “Insight into Data Mining Theory and Practice”, Eastern 

Economy Edition, Prentice Hall of India, 2006. 
3. G. K. Gupta, “Introduction to Data Mining with Case Studies”, Eastern Economy Edition, Prentice 

Hall of India, 2006. 
4. Daniel T.Larose, “Data Mining Methods and Models”, Wiley-Interscience, 2006. 
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PTGE6075                         PROFESSIONAL ETHICS IN ENGINEERING                              L   T  P C 
3    0  0  3 

OBJECTIVES: 

 To enable the students to create an awareness on Engineering Ethics and Human Values,  
       to instill Moral and Social Values and Loyalty and to appreciate the rights of others. 
 

UNIT I           HUMAN VALUES                                                   10 
Morals, values and Ethics – Integrity – Work ethic – Service learning – Civic virtue – Respect for 
others – Living peacefully – Caring – Sharing – Honesty – Courage – Valuing time – Cooperation – 
Commitment – Empathy – Self confidence – Character – Spirituality – Introduction to Yoga and 
meditation for professional excellence and stress management. 
 
UNIT II           ENGINEERING ETHICS                9 
Senses of „Engineering Ethics‟ – Variety of moral issues – Types of inquiry – Moral dilemmas – Moral 
Autonomy – Kohlberg‟s theory – Gilligan‟s theory – Consensus and Controversy – Models of 
professional roles - Theories about right action – Self-interest – Customs and Religion – Uses of 
Ethical Theories  
 
UNIT III          ENGINEERING AS SOCIAL EXPERIMENTATION                                                         9 
Engineering as Experimentation – Engineers as responsible Experimenters – Codes of Ethics –          
A Balanced Outlook on Law. 
 
UNIT IV          SAFETY, RESPONSIBILITIES AND RIGHTS                                                                 9 
Safety and Risk – Assessment of Safety and Risk – Risk Benefit Analysis and Reducing Risk -  
Respect for Authority – Collective Bargaining – Confidentiality – Conflicts of Interest – Occupational 
Crime – Professional Rights – Employee Rights – Intellectual Property Rights (IPR) – Discrimination. 
 
UNIT V         GLOBAL ISSUES                                             8 
Multinational Corporations – Environmental Ethics – Computer Ethics – Weapons Development – 
Engineers as Managers – Consulting Engineers – Engineers as Expert Witnesses and Advisors – 
Moral Leadership –Code of Conduct – Corporate Social Responsibility 

TOTAL: 45 PERIODS 
OUTCOMES: 

 Upon completion of the course, the student should be able to apply ethics in society, discuss the    
  ethical issues related to engineering and realize the responsibilities and rights in the society 

 
TEXT BOOKS: 
1. Mike W. Martin and Roland Schinzinger, “Ethics in Engineering”, Tata Mc Graw Hill, New Delhi, 

2003.  
2.   Govindarajan M, Natarajan S, Senthil Kumar V. S, “Engineering Ethics”, Prentice Hall of India,    

New Delhi, 2004. 
 
REFERENCES: 
1. Charles B. Fleddermann, “Engineering Ethics”, Pearson Prentice Hall, New Jersey, 2004.  
2. Charles E. Harris, Michael S. Pritchard and Michael J. Rabins, “Engineering Ethics – Concepts and 

Cases”, Cengage Learning, 2009  
3. John R Boatright, “Ethics and the Conduct of Business”, Pearson Education, New Delhi, 2003  
4. Edmund G Seebauer and Robert L Barry, “Fundamentals of Ethics for Scientists and Engineers”, 

Oxford University Press, Oxford, 2001  
5. Laura P. Hartman and Joe Desjardins, “Business Ethics: Decision Making for Personal Integrity 

and Social Responsibility” Mc Graw Hill education, India Pvt. Ltd.,New Delhi 2013. 
6. World Community Service Centre, “Value Education”, Vethathiri publications, Erode, 2011 
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Web sources: 
1. www.onlineethics.org  
2. www.nspe.org  
3. www.globalethics.org  
4. www.ethics.org  

 
 
 
                                             

PTGE6083                                    DISASTER MANAGEMENT                                                 L T P C 

3 0 0 3 
OBJECTIVES: 

 To provide students an exposure to disasters, their significance and types. 

 To ensure that students begin to understand the relationship between vulnerability, 
disasters, disaster prevention and risk reduction 

 To gain a preliminary understanding of approaches of Disaster Risk Reduction (DRR) 

 To enhance awareness of institutional processes in the country and 

 To develop rudimentary ability to respond to their surroundings with potential 
disaster response in areas where they live, with due sensitivity 

 
UNIT I  INTRODUCTION TO DISASTERS                                                       9 
Definition: Disaster, Hazard, Vulnerability, Resilience, Risks – Disasters: Types of disasters – 
Earthquake, Landslide, Flood, Drought, Fire etc -  Classification, Causes, Impacts including social, 
economic, political, environmental, health, psychosocial, etc.- Differential impacts- in terms of caste, 
class, gender, age, location, disability - Global trends in disasters: urban disasters, pandemics, 
complex emergencies, Climate change- Dos and Don‟ts during various types of Disasters. 
 
UNIT II           APPROACHES TO DISASTER RISK REDUCTION (DRR)                                           9 
Disaster cycle - Phases, Culture of safety, prevention, mitigation and preparedness community based 
DRR, Structural- nonstructural measures, Roles and responsibilities of- community, Panchayati Raj 
Institutions/Urban Local Bodies (PRIs/ULBs), States, Centre, and other stake-holders- Institutional 
Processess and Framework at State and Central Level-  State Disaster Management 
Authority(SDMA) – Early Warning System – Advisories from Appropriate Agencies. 
 
UNIT III INTER-RELATIONSHIP BETWEEN DISASTERS AND  
  DEVELOPMENT                                                                                                     9 
Factors affecting Vulnerabilities, differential impacts, impact of Development projects such as dams, 
embankments, changes in Land-use etc.- Climate Change Adaptation- IPCC Scenario and Scenarios 
in the context of India -  Relevance of indigenous knowledge, appropriate technology and local 
resources.  
 
UNIT IV DISASTER RISK MANAGEMENT IN INDIA                                                        9 
Hazard and Vulnerability profile of India, Components of Disaster Relief: Water, Food, Sanitation, 
Shelter, Health, Waste Management, Institutional arrangements (Mitigation, Response and 
Preparedness, Disaster Management Act and Policy -  Other related policies, plans, programmes and 
legislation – Role of GIS and Information Technology Components in Preparedness, Risk 
Assessment, Response and Recovery Phases of Disaster – Disaster Damage Assessment. 
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UNIT V DISASTER MANAGEMENT: APPLICATIONS AND CASE STUDIES AND FIELD 
WORKS                                                                                                                           9 

Landslide Hazard Zonation: Case Studies, Earthquake Vulnerability Assessment of Buildings and 
Infrastructure: Case Studies, Drought Assessment: Case Studies, Coastal Flooding: Storm Surge 
Assessment, Floods: Fluvial and Pluvial Flooding: Case Studies; Forest Fire: Case Studies, Man 
Made disasters: Case Studies, Space Based Inputs for Disaster Mitigation and Management and field 
works related to disaster management. 
 

TOTAL: 45 PERIODS 

OUTCOMES: 
The students will be able to  

 Differentiate the types of disasters, causes and their impact on environment and 
society 

 Assess vulnerability and various methods of risk reduction measures as well as 
mitigation. 

 Draw the hazard and vulnerability profile of India, Scenarious in the Indian context, 
Disaster damage assessment and management 

 
TEXTBOOK: 

1. Singhal J.P. “Disaster Management”, Laxmi Publications, 2010. ISBN-10: 9380386427 ISBN-
13: 978-9380386423 

2. Tushar Bhattacharya, “Disaster Science and Management”, McGraw Hill India Education Pvt. 
Ltd., 2012. ISBN-10: 1259007367, ISBN-13: 978-1259007361] 

3. Gupta Anil K, Sreeja S. Nair.  Environmental Knowledge for Disaster Risk Management, 
NIDM, New Delhi, 2011 

4. Kapur Anu Vulnerable India: A Geographical Study of Disasters, IIAS and Sage Publishers, 
New Delhi, 2010. 

 
REFERENCES 

1. Govt. of India: Disaster Management Act , Government of India, New Delhi, 2005 
2. Government of India,  National Disaster Management Policy,2009. 
 
 
 
 
 

PTCS6003                                  AD HOC AND SENSOR NETWORKS                   L  T  P  C 
                                                                                                                                                    3   0  0   3 
OBJECTIVES: 
The student should be made to: 

 Understand the design issues in ad hoc and sensor networks. 

 Learn the different types of MAC protocols. 

 Be familiar with different types of adhoc routing protocols. 

 Be expose to the TCP issues in adhoc networks. 

 Learn the architecture and protocols of wireless sensor networks. 
 
UNIT I         INTRODUCTION                                                9 
Fundamentals of Wireless Communication Technology – The Electromagnetic Spectrum – Radio 
propagation Mechanisms – Characteristics of the Wireless Channel -mobile ad hoc networks 
(MANETs) and wireless sensor networks (WSNs) :concepts and architectures. Applications of Ad Hoc 
and Sensor networks. Design Challenges in Ad hoc and Sensor Networks.  
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UNIT II            MAC PROTOCOLS FOR AD HOC WIRELESS NETWORKS                                  9 
Issues in designing a MAC Protocol- Classification of MAC Protocols- Contention based protocols- 
Contention based protocols with Reservation Mechanisms- Contention based protocols with 
Scheduling Mechanisms – Multi channel MAC-IEEE 802.11 
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UNIT III ROUTING PROTOCOLS AND TRANSPORT LAYER IN      
 AD HOC WIRELESS NETWORKS                                                                             9 
Issues in designing a routing and Transport Layer protocol for Ad hoc networks- proactive routing, 
reactive routing (on-demand), hybrid routing- Classification of Transport Layer solutions-TCP over  
Ad hoc wireless Networks. 
 
UNIT IV WIRELESS SENSOR NETWORKS (WSNS) AND  
                        MAC PROTOCOLS                                                                                                        9  
Single node architecture: hardware and software components of a sensor node - WSN Network 
architecture: typical network architectures-data relaying and aggregation strategies -MAC layer 
protocols: self-organizing, Hybrid TDMA/FDMA and CSMA based MAC- IEEE 802.15.4. 
 
UNIT V  WSN ROUTING, LOCALIZATION & QOS                        9  
Issues in WSN routing – OLSR- Localization – Indoor and Sensor Network Localization-absolute and  
relative localization, triangulation-QOS in WSN-Energy Efficient Design-Synchronization-Transport 
Layer issues. 

TOTAL: 45 PERIODS 
OUTCOMES: 
Upon completion of the course, the student should be able to: 

 Explain the concepts, network architectures and applications of ad hoc and wireless sensor 
networks 

 Analyze the protocol design issues of ad hoc and sensor networks 

 Design routing protocols for ad hoc and wireless sensor networks with respect to some protocol 
design issues 

 Evaluate the QoS related performance measurements  of ad hoc and sensor networks 
 

TEXT BOOK: 
1.   C. Siva Ram Murthy, and B. S. Manoj, "Ad Hoc Wireless Networks: Architectures and Protocols ",  
     Prentice Hall Professional Technical Reference, 2008. 

 
REFERENCES: 
1. Carlos De Morais Cordeiro, Dharma Prakash Agrawal “Ad Hoc & Sensor Networks:  

Theory and  Applications”, World Scientific Publishing Company, 2006. 
2. Feng Zhao and Leonides Guibas, "Wireless Sensor Networks", Elsevier Publication - 

 2002. 
3. Holger Karl and Andreas Willig “Protocols and Architectures for Wireless Sensor Networks”, Wiley, 

2005 
4. Kazem Sohraby, Daniel Minoli, & Taieb Znati, “Wireless Sensor Networks-Technology, Protocols,  

and Applications”, John Wiley, 2007. 
5. Anna Hac, “Wireless Sensor Network Designs”, John Wiley, 2003. 
 
 
 
PTCS6005                                  ADVANCED DATABASE SYSTEMS                           L  T  P  C 
                                                                                                                                                   3   0  0  3 
OBJECTIVES: 
The student should be made to: 

 Learn different types of databases. 

 Be exposed to query languages. 

 Be familiar with the indexing techniques. 
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UNIT I    PARALLEL AND DISTRIBUTED DATABASES                                   9 
Inter and Intra Query Parallelism – Architecture – Query evaluation – Optimization – Distributed 
Architecture – Storage – Catalog Management – Query Processing - Transactions – Recovery - 
Large-scale Data Analytics in the Internet Context – Map Reduce Paradigm - run-time system for 
supporting scalable and fault-tolerant execution - paradigms: Pig Latin and Hive and parallel 
databases versus Map Reduce. 
 
UNIT II  ACTIVE DATABASES                           9 
Syntax and Sematics (Starburst, Oracle, DB2) – Taxonomy – Applications – Integrity Management – 
Workflow Management – Business Rules – Design Principles – Properties – Rule Modularization – 
Rule Debugging – IDEA methodology – Open Problems. 
 
UNIT III  TEMPORAL AND OBJECT DATABASES                                    9 
Overview – Data types – Associating Facts – Temporal Query Language – TSQL2 – Time Ontology – 
Language Constructs – Architecture – Temporal Support – Object Database and Change 
Management – Change of Schema – Implementing Database Updates in O2 – Benchmark Database 
Updates – Performance Evaluation. 
 
UNIT IV  COMPLEX QUERIES AND REASONING                         9 
Logic of Query Languages – Relational Calculi – Recursive rules – Syntax and semantics of Data log 
– Fix point semantics – Implementation Rules and Recursion – Rule rewriting methods – Compilation 
and Optimization – Recursive Queries in SQL – Open issues. 
 
UNIT V  SPATIAL, TEXT AND MULTIMEDIA DATABASES                       9 
Traditional Indexing Methods (Secondary Keys, Spatial Access Methods) – Text Retrieval – 
Multimedia Indexing – 1D Time Series – 2d Color images – Sub pattern Matching – Open Issues – 
Uncertainties. 

TOTAL: 45 PERIODS 
OUTCOMES: 
Upon completion of the course, the student should be able to: 

 Design different types of databases. 

 Use query languages. 

 Apply indexing techniques. 
 
TEXT BOOK: 
1.  Raghu Ramakrishnan “Database Management System”, Mc Graw Hill Publications, 2000. 
 

REFERENCES: 
1. Carlo Zaniolo, Stefano Ceri “Advanced Database Systems”, Morgan Kauffmann Publishers.VLDB 

Journal, 1997 
2. Abraham Silberschatz, Henry F. Korth and S. Sudharshan, “Database System Concepts”, Sixth  

Edition, Tata McGraw Hill, 2011 
 

 

http://www.flipkart.com/author/raghu-ramakrishnan
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PTMG6088                              SOFTWARE PROJECT MANAGEMENT          L  T  P C 
3   0  0  3 

 
OBJECTIVES: 

 To outline the need for Software Project Management 

 To highlight different techniques for software cost estimation and activity planning. 
 

UNIT I PROJECT EVALUATION AND PROJECT PLANNING                                    9 
Importance of Software Project Management – Activities Methodologies – Categorization of Software 
Projects – Setting objectives – Management Principles – Management Control – Project portfolio 
Management – Cost-benefit evaluation technology – Risk evaluation – Strategic program 
Management – Stepwise Project Planning. 
 
UNIT II PROJECT LIFE CYCLE AND EFFORT ESTIMATION 9 
Software process and Process Models – Choice of Process models - mental delivery – Rapid 
Application development – Agile methods – Extreme Programming – SCRUM – Managing interactive 
processes – Basics of Software estimation – Effort and Cost estimation techniques – COSMIC Full 
function points - COCOMO II  A Parametric Productivity Model - Staffing Pattern. 
 
UNIT III ACTIVITY PLANNING AND RISK MANAGEMENT 9 
Objectives of Activity planning – Project schedules – Activities – Sequencing and scheduling – 
Network Planning models – Forward Pass & Backward Pass techniques – Critical path (CRM) method 
– Risk identification – Assessment – Monitoring – PERT technique – Monte Carlo simulation – 
Resource Allocation – Creation of critical patterns – Cost schedules. 
 
UNIT IV PROJECT MANAGEMENT AND CONTROL                                                                9 
Framework for Management and control – Collection of data Project termination – Visualizing 
progress – Cost monitoring – Earned Value Analysis- Project tracking – Change control- Software 
Configuration Management – Managing contracts – Contract Management. 
 
UNIT V STAFFING IN SOFTWARE PROJECTS                                                                        9 
Managing people – Organizational behavior – Best methods of staff selection – Motivation – The 
Oldham-Hackman job characteristic model – Ethical and Programmed concerns – Working in teams – 
Decision making – Team structures – Virtual teams – Communications genres – Communication 
plans. 

TOTAL: 45 PERIODS 
OUTCOMES: 

 At the end of the course the students will be able to practice Project Management principles while 
developing a software. 

 
TEXTBOOK: 
1. Bob Hughes, Mike Cotterell and Rajib Mall: Software Project Management – Fifth Edition, Tata 

McGraw Hill, New Delhi, 2012. 
 
REFERENCES: 
1. Robert K. Wysocki “Effective Software Project Management” – Wiley Publication,2011. 
2. Walker Royce: “Software Project Management”- Addison-Wesley, 1998. 
3. Gopalaswamy Ramesh, “Managing Global Software Projects” – McGraw Hill Education (India), 

Fourteenth Reprint 2013. 
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PTIT6004                                               SOFTWARE TESTING                                                L  T  P C 
                                                                                                                                                    3  0  0  3 
OBJECTIVES: 
The student should be made to: 

 Expose the criteria for test cases.  

 Learn the design of test cases. 

 Be familiar with test management and test automation techniques. 

 Be exposed to test metrics and measurements. 
 

UNIT I INTRODUCTION                        9 
Testing as an Engineering Activity – Testing as a Process – Testing axioms – Basic  definitions – 
Software Testing Principles – The Tester‟s Role in a Software Development Organization – Origins of 
Defects – Cost of defects – Defect Classes – The Defect Repository and Test Design – Defect 
Examples – Developer/Tester Support of Developing a Defect Repository – Defect Prevention 
strategies. 
 

UNIT II TEST CASE DESIGN             9 
Test case Design Strategies – Using Black Bod Approach to Test Case Design – Random Testing – 
Requirements based testing – Boundary Value Analysis – Equivalence Class Partitioning – State-
based testing – Cause-effect graphing – Compatibility testing – user documentation testing – domain 
testing – Using White Box Approach to Test design – Test Adequacy Criteria – static testing vs. 
structural testing – code functional testing – Coverage and Control Flow Graphs – Covering Code 
Logic – Paths – code complexity testing – Evaluating Test Adequacy Criteria. 
 

UNIT III LEVELS OF TESTING                 9 
The need for Levers of Testing – Unit Test – Unit Test Planning – Designing the Unit Tests – The Test 
Harness – Running the Unit tests and Recording results – Integration tests – Designing Integration 
Tests – Integration Test Planning – Scenario testing – Defect bash elimination 
System Testing – Acceptance testing – Performance testing – Regression Testing – 
Internationalization testing – Ad-hoc testing – Alpha, Beta Tests – Testing OO systems – Usability and 
Accessibility testing – Configuration testing – Compatibility testing – Testing the documentation – 
Website testing. 
   

UNIT IV TEST MANAGEMENT                                                                                                     9 
People and organizational issues in testing – Organization structures for testing teams – testing 
services – Test Planning – Test Plan Components – Test Plan Attachments – Locating Test Items – 
test management – test process – Reporting Test Results – The role of three groups in Test Planning 
and Policy Development – Introducing the test specialist – Skills needed by a test specialist – Building 
a Testing Group. 
 

UNIT V TEST AUTOMATION                                                                                                      9 
Software test automation – skill needed for automation – scope of automation – design and 
architecture for automation – requirements for a test tool – challenges in automation – Test metrics 
and measurements – project, progress and productivity metrics. 

TOTAL: 45 PERIODS 
OUTCOMES: 

At the end of the course the students will be able to  

 Design test cases suitable for a software development for different domains. 

 Identify suitable tests to be carried out. 

 Prepare test planning based on the document. 

 Document test plans and test cases designed. 

 Use of automatic testing  tools. 

 Develop and validate a test plan. 
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TEXT BOOKS: 
1. Srinivasan Desikan and Gopalaswamy Ramesh, “Software Testing – Principles and Practices”, 

Pearson Education, 2006. 
2. Ron Patton, “Software Testing”, Second Edition, Sams Publishing, Pearson Education, 2007. 
 

REFERENCES: 
1. Ilene Burnstein, “Practical Software Testing”, Springer International Edition, 2003. 
2. Edward Kit,” Software Testing in the Real World – Improving the Process”, Pearson Education, 

1995. 
3. Boris Beizer,” Software Testing Techniques” – 2nd Edition, Van Nostrand Reinhold, New York, 

1990. 
4. Aditya P. Mathur, “Foundations of Software Testing _ Fundamental Algorithms and Techniques”, 

Dorling Kindersley (India) Pvt. Ltd., Pearson Education, 2008. 
 

 

 
 
PTGE6084          HUMAN RIGHTS                                                    L T P C 

3  0  0 3 
OBJECTIVES : 

 To sensitize the Engineering students to various aspects of Human Rights. 
 
UNIT I            9 
Human Rights – Meaning, origin and Development.   Notion and classification of Rights – Natural, 
Moral and Legal Rights.  Civil and Political Rights, Economic, Social and Cultural Rights; collective / 
Solidarity Rights.  

             
UNIT II   9 
Evolution of the concept of Human Rights Magana carta – Geneva convention of 1864.  Universal 
Declaration of Human Rights, 1948.  Theories of Human Rights.   
 

UNIT III                              9 
Theories and perspectives of UN Laws – UN Agencies to monitor and compliance.  
 

UNIT IV 9 
Human Rights in India – Constitutional Provisions / Guarantees. 
 

UNIT V                              9 
Human Rights of Disadvantaged People – Women, Children, Displaced persons and Disabled 
persons, including Aged and HIV Infected People.  Implementation of Human Rights – National and 
State Human Rights Commission – Judiciary – Role of NGO‟s, Media, Educational Institutions, Social 
Movements.  

TOTAL : 45 PERIODS 
OUTCOMES: 

 Engineering students will acquire the basic knowledge of human rights. 
     
       REFERENCES: 

1. Kapoor S.K., “Human Rights under International law and Indian Laws”, Central Law Agency, 
Allahabad, 2014. 

2. Chandra U., “Human Rights”, Allahabad Law Agency, Allahabad, 2014.  
3. Upendra Baxi, The Future of Human Rights, Oxford University Press, New Delhi. 
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PTEC6703                             EMBEDDED AND REAL TIME SYSTEMS                      L  T   P  C 

                                                                                                                             3   0   0  3 

OBJECTIVES: 
The student should be made to: 

 Learn the architecture and programming of ARM processor. 

 Be familiar with the embedded computing platform design and analysis. 

 Be exposed to the basic concepts of real time Operating system. 

 Learn the system design techniques and networks for embedded systems 
 
UNIT I            INTRODUCTION TO EMBEDDED COMPUTING AND ARM                                        9 
                        PROCESSORS                                                                                                                
Complex systems and micro processors– Embedded system design process –Design example: Model 
train controller- Instruction sets preliminaries - ARM Processor – CPU: programming input and output- 
supervisor mode, exceptions and traps – Co-processors- Memory system mechanisms – CPU 
performance- CPU power consumption. 
 
UNIT II EMBEDDED COMPUTING PLATFORM   DESIGN                              9 
The CPU Bus-Memory devices and systems–Designing with computing platforms – consumer 
electronics architecture – platform-level performance analysis - Components for embedded programs- 
Models of programs- Assembly, linking and loading – compilation techniques- Program level 
performance analysis – Software performance optimization – Program level energy and power 
analysis and optimization – Analysis and optimization of program size- Program validation and testing. 
 
UNIT III  PROCESSES AND OPERATING SYSTEMS            9 
Introduction – Multiple tasks and multiple processes – Multirate systems- Preemptive real-time 
operating systems- Priority based scheduling- Interprocess communication mechanisms – Evaluating 
operating system performance- power optimization strategies for processes – Example Real time 
operating systems-POSIX-Windows CE. 
 
 
UNIT V          SYSTEM DESIGN TECHNIQUES AND NETWORKS                                                      9 
Design methodologies- Design flows - Requirement Analysis – Specifications-System analysis and 
architecture design – Quality Assurance techniques- Distributed embedded systems – MPSoCs and 
shared memory multiprocessors. 
 
UNIT V CASE STUDY                      9 
Data compressor - Alarm Clock - Audio player - Software modem-Digital still camera - Telephone 
answering machine-Engine control unit – Video accelerator. 

        TOTAL: 45 PERIODS 
OUTCOMES: 
Upon completion of the course, students will be able to:  

 Describe the architecture and programming of ARM processor. 

 Outline the concepts of embedded systems 

 Explain the basic concepts of real time Operating system design. 

 Use the system design techniques to develop software for embedded systems 

 Differentiate between the general purpose operating system and the real time operating 
system  

 Model real-time applications using embedded-system concepts 
 
TEXT BOOK:  
1. Marilyn Wolf, “Computers as Components - Principles of Embedded Computing System Design”, 

Third Edition “Morgan Kaufmann Publisher (An imprint from Elsevier), 2012.  
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REFERENCES:  
1. Jonathan W.Valvano, “Embedded Microcomputer Systems Real Time Interfacing”, Third Edition 

Cengage Learning, 2012. 
2. David. E. Simon, “An Embedded Software Primer”, 1st Edition, Fifth Impression, Addison-Wesley 

Professional, 2007. 
3. Raymond J.A. Buhr, Donald L.Bailey, “An Introduction to Real-Time Systems- From Design to 

Networking with C/C++”, Prentice Hall,1999. 
4. C.M. Krishna, Kang G. Shin, “Real-Time Systems”, International Editions, Mc Graw Hill 1997 
5. K.V.K.K.Prasad, “Embedded Real-Time Systems: Concepts, Design & Programming”, Dream 

Tech Press, 2005. 
6. Sriram V Iyer, Pankaj Gupta, “Embedded Real Time Systems Programming”, Tata Mc Graw Hill, 

2004. 
 
 

 
PTCS6007                                         INFORMATION RETRIEVAL                         L   T   P  C 
                                                                                                                                                3    0   0   3 
OBJECTIVES: 
The Student should be made to: 

 Learn the information retrieval models. 

 Be familiar with Web Search Engine. 

 Be exposed to Link Analysis. 

 Understand Hadoop and  Map Reduce. 

 Learn document text mining techniques. 
 

UNIT I   INTRODUCTION                                                                                  9 
Introduction -History of IR- Components of IR - Issues –Open source Search engine Frameworks - 
The impact of the web on IR - The role of artificial intelligence (AI) in IR – IR Versus Web Search - 
Components of a Search engine- Characterizing the web. 
 
UNIT II  INFORMATION RETRIEVAL                          9 
Boolean and vector-space retrieval models- Term weighting - TF-IDF weighting- cosine similarity – 
Preprocessing - Inverted indices - efficient processing with sparse vectors – Language Model based 
IR - Probabilistic IR –Latent Semantic Indexing - Relevance feedback and query expansion. 
 

UNIT III  WEB SEARCH ENGINE – INTRODUCTION AND CRAWLING                                    9 
Web search overview, web structure, the user, paid placement, search engine optimization/ spam. 
Web size measurement - search engine optimization/spam – Web Search Architectures - crawling - 
meta-crawlers- Focused Crawling - web indexes –- Near-duplicate detection - Index Compression - 
XML retrieval. 
 

UNIT IV  WEB SEARCH – LINK ANALYSIS AND SPECIALIZED SEARCH                     9 
Link Analysis –hubs and authorities – Page Rank and HITS algorithms -Searching and Ranking – 
Relevance Scoring and ranking for Web – Similarity - Hadoop & Map Reduce - Evaluation - 
Personalized search - Collaborative filtering and content-based recommendation of documents and 
products – handling “invisible” Web - Snippet generation, Summarization, Question Answering, Cross-
Lingual Retrieval. 
 
UNIT V  DOCUMENT TEXT MINING                                     9 
Information filtering; organization and relevance feedback – Text Mining -Text classification and 
clustering - Categorization algorithms: naive Bayes; decision trees; and nearest neighbor - Clustering 
algorithms: agglomerative clustering; k-means; expectation maximization (EM). 

          TOTAL: 45 PERIODS 
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OUTCOMES: 
Upon completion of the course, students will be able to  

 Apply  information retrieval models. 

 Design  Web Search Engine. 

 Use Link Analysis. 

 Use Hadoop and  Map Reduce. 

 Apply document text mining techniques. 
 
TEXT BOOKS: 
1. C. Manning, P. Raghavan, and H. Schütze, Introduction to Information Retrieval , Cambridge 

University Press, 2008. 
2. Ricardo Baeza -Yates and Berthier  Ribeiro - Neto, Modern Information Retrieval: The Concepts 

and Technology behind Search 2nd Edition, ACM Press Books 2011. 
3. Bruce Croft, Donald Metzler and Trevor Strohman, Search Engines: Information Retrieval in 

Practice, 1st Edition Addison Wesley, 2009. 
4. Mark Levene, An Introduction to Search Engines and Web Navigation, 2nd Edition Wiley, 2010. 

 
 

REFERENCES: 
1. Stefan Buettcher, Charles L. A. Clarke, Gordon V. Cormack, Information Retrieval: Implementing 

and Evaluating Search Engines, The MIT Press, 2010. 
2. Ophir Frieder “Information Retrieval: Algorithms and Heuristics: The Information Retrieval Series “, 

2nd Edition, Springer, 2004. 
3. Manu Konchady, “Building Search Applications: Lucene, Ling Pipe”, and First Edition, Gate Mustru 

Publishing, 2008. 
 

 
           
 
 
 

PTCS6012                                    SOFT COMPUTING                                              L  T  P  C 
3   0  0   3 

OBJECTIVES: 
The student should be made to:  

 Learn the various soft computing frame works. 

 Be familiar with design of various neural networks. 

 Be exposed to fuzzy logic. 

 Learn genetic programming. 

 Be exposed to hybrid systems. 
 
UNIT I   INTRODUCTION                                                               9 
Artificial neural network: Introduction, characteristics- learning methods – taxonomy – Evolution of 
neural networks- basic models - important technologies - applications.  
Fuzzy logic: Introduction - crisp sets- fuzzy sets - crisp relations and fuzzy relations: cartesian product 
of relation - classical relation, fuzzy relations, tolerance and equivalence relations, non-iterative fuzzy 
sets. Genetic algorithm- Introduction - biological background - traditional optimization and search 
techniques - Genetic basic concepts.  
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UNIT II  NEURAL NETWORKS                                                                                           9 
McCulloch-Pitts neuron - linear separability - hebb network - supervised learning network: perceptron 
networks - adaptive linear neuron, multiple adaptive linear neuron, BPN, RBF, TDNN- associative 
memory network: auto-associative memory network, hetero-associative memory network, BAM, 
hopfield networks, iterative autoassociative memory network & iterative associative memory network –
unsupervised learning networks: Kohonen self organizing feature maps, LVQ – CP networks, ART 
network. 
 
UNIT III           FUZZY LOGIC                                                9 
Membership functions: features, fuzzification, methods of membership value assignments-
Defuzzification: lambda cuts - methods - fuzzy arithmetic and fuzzy measures: fuzzy arithmetic - 
extension principle - fuzzy measures - measures of fuzziness -fuzzy integrals - fuzzy rule base and 
approximate reasoning : truth values and tables, fuzzy propositions, formation of rules-decomposition 
of rules, aggregation of fuzzy rules, fuzzy reasoning-fuzzy inference systems-overview of fuzzy expert 
system-fuzzy decision making. 

 
UNIT IV    GENETIC ALGORITHM                                                                     9 
Genetic algorithm and search space - general genetic algorithm – operators - Generational cycle - 
stopping condition – constraints - classification - genetic programming – multilevel optimization – real 
life problem- advances in GA. 

 
UNIT V            HYBRID SOFT COMPUTING TECHNIQUES & APPLICATIONS                                 9 
Neuro-fuzzy hybrid systems - genetic neuro hybrid systems - genetic fuzzy hybrid and fuzzy genetic 
hybrid systems - simplified fuzzy ARTMAP - Applications: A fusion approach of multispectral images 
with SAR, optimization of traveling salesman problem using genetic algorithm approach, soft 
computing based hybrid fuzzy controllers. 

                                                             TOTAL: 45 PERIODS 
 
OUTCOMES 
Upon completion of the course, the student should be able to:  

 Apply various soft computing frame works. 

 Design of various neural networks. 

 Use fuzzy logic. 

 Apply genetic programming. 

 Discuss hybrid soft computing. 
 
TEXT BOOKS: 
1. J.S.R.Jang, C.T. Sun and E.Mizutani, “Neuro-Fuzzy and Soft Computing”, PHI / Pearson     

Education 2004. 
2. S.N.Sivanandam and S.N.Deepa, "Principles of Soft Computing", Wiley India Pvt Ltd, 2011. 
 

REFERENCES: 
1. S.Rajasekaran and G.A.Vijayalakshmi Pai, "Neural Networks, Fuzzy Logic and Genetic Algorithm: 

Synthesis & Applications", Prentice-Hall of India Pvt. Ltd., 2006. 

2.  George J. Klir, Ute St. Clair, Bo Yuan,   “Fuzzy Set Theory: Foundations and Applications” 

Prentice Hall, 1997. 
3. David E. Goldberg, “Genetic Algorithm in Search Optimization and Machine Learning” Pearson 

Education India, 2013. 
4. James A. Freeman, David M. Skapura, “Neural Networks Algorithms, Applications, and 

Programming Techniques, Pearson Education India, 1991. 
5. Simon Haykin, “Neural Networks Comprehensive Foundation” Second Edition, Pearson 

Education, 2005. 
 

http://www.amazon.com/George-J.-Klir/e/B001IXRYUW/ref=ntt_athr_dp_pel_1/183-1629330-1078827
http://www.amazon.com/s/ref=ntt_athr_dp_sr_2/183-1629330-1078827?_encoding=UTF8&field-author=Ute%20St.%20Clair&search-alias=books&sort=relevancerank
http://www.amazon.com/s/ref=ntt_athr_dp_sr_3/183-1629330-1078827?_encoding=UTF8&field-author=Bo%20Yuan&search-alias=books&sort=relevancerank
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PTIT6801                                 SERVICE ORIENTED ARCHITECTURE                                L  T   P  C 
       3   0  0   3  

 
 

OBJECTIVES:    
The student should be made to: 

 Learn XML fundamentals. 

 Be exposed to build applications based on XML. 

 Understand the key principles behind SOA. 

 Be familiar with the web services technology elements for realizing SOA. 

 Learn the various web service standards.  

 
UNIT I INTRODUCTION TO XML                            9 
XML document structure – Well formed and valid documents – Namespaces – DTD – XML Schema – 
X-Files.  
 
UNIT II BUILDING XML- BASED APPLICATIONS                                                   9 
Parsing XML – using DOM, SAX – XML Transformation and XSL – XSL Formatting – Modeling 
Databases in XML.        
   
UNIT III SERVICE ORIENTED ARCHITECTURE                                              9  
Characteristics of SOA, Comparing SOA with Client-Server and Distributed architectures – Benefits of 
SOA  --  Principles of Service orientation – Service layers.          
       
UNIT IV WEB SERVICES                                                                           9 
Service descriptions – WSDL – Messaging with SOAP – Service discovery – UDDI – Message 
Exchange Patterns – Orchestration – Choreography –WS Transactions. 
 
UNIT V BUILDING SOA-BASED APPLICATIONS                                   9 
Service Oriented Analysis and Design – Service Modeling – Design standards and guidelines -- 
Composition – WS-BPEL – WS-Coordination – WS-Policy – WS-Security – SOA support in J2EE. 
 

TOTAL : 45 PERIODS 
OUTCOMES: 
Upon successful completion of this course, students will be able to:  

 Build applications based on XML. 

 Develop web services using technology elements.  

 Build SOA-based applications for intra-enterprise and inter-enterprise applications.  
 

TEXTBOOKS: 
1.  Ron Schmelzer et al. “ XML and Web Services”, Pearson Education, 2002. 
2.  Thomas Erl, “ Service Oriented Architecture: Concepts, Technology, and Design”, Pearson 
Education, 2005. 
 
REFERENCES: 

1.  Frank P.Coyle, “XML, Web Services and the Data Revolution”, Pearson Education, 2002 
2. Eric Newcomer, Greg Lomow, “Understanding SOA with Web Services”, Pearson Education,  
     2005 
3.  Sandeep Chatterjee and James Webber, “Developing Enterprise Web Services: An Architect's  
     Guide”, Prentice Hall, 2004.  
4. James McGovern, Sameer Tyagi, Michael E.Stevens, Sunil Mathew, “Java Web Services  
      Architecture”, Morgan Kaufmann Publishers,  2003. 
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PTCS6008                              HUMAN COMPUTER INTERACTION                              L  T  P  C 
                                                                                                                                                   3  0  0   3 
OBJECTIVES: 
The student should be made to:  

 Learn the foundations of Human Computer Interaction.  

 Be familiar with the design technologies for individuals and persons with disabilities.  

 Be aware of mobile HCI. 

 Learn the  guidelines for user interface. 
  

UNIT I FOUNDATIONS OF HCI                                    9  
The Human: I/O channels – Memory – Reasoning and problem solving; The computer:  Devices – 
Memory – processing and networks; Interaction: Models – frameworks – Ergonomics – styles – 
elements – interactivity- Paradigms.    
 
 

UNIT II  DESIGN & SOFTWARE PROCESS                                   9 
Interactive Design basics – process – scenarios – navigation – screen design – Iteration and 
prototyping. HCI in software process – software life cycle – usability engineering – Prototyping in 
practice – design rationale. Design rules – principles, standards, guidelines, rules. Evaluation 
Techniques – Universal  Design.   
 
UNIT III  MODELS AND THEORIES                         9 
Cognitive models –Socio-Organizational issues and stake holder requirements –Communication and 
collaboration models-Hypertext, Multimedia and WWW. 
 
UNIT IV  MOBILE HCI                                                 9    
Mobile Ecosystem: Platforms, Application frameworks- Types of Mobile Applications: Widgets, 
Applications, Games- Mobile Information Architecture, Mobile 2.0, Mobile Design: Elements of Mobile 
Design, Tools. 
  
UNIT V WEB INTERFACE DESIGN                                               9 
Designing Web Interfaces – Drag & Drop, Direct Selection, Contextual Tools, Overlays, Inlays and 
Virtual Pages, Process Flow. Case Studies. 
                                                  TOTAL: 45 PERIODS 
OUTCOMES: 
Upon completion of the course, the student should be able to: 

 Design effective dialog for HCI. 

 Design effective HCI for individuals and persons with disabilities. 

 Assess the importance of user feedback. 

 Explain the HCI implications for designing multimedia/ ecommerce/ e-learning Web sites. 

 Develop meaningful user interface. 
 

TEXT BOOKS: 
1. Alan Dix, Janet Finlay, Gregory Abowd, Russell Beale, “Human Computer Interaction”, 3rd Edition, 

Pearson Education, 2004 (UNIT I , II & III). 
2. Brian Fling, “Mobile Design and Development”, First Edition , O‟Reilly Media Inc., 2009 

(UNIT –IV). 
3. Bill Scott and Theresa Neil, “Designing Web Interfaces”, First Edition, O‟Reilly, 2009.(UNIT-V).       
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PTIT6011                                 KNOWLEDGE MANAGEMENT                                               L  T  P  C                       
                                                                                                                                                   3  0  0   3 
OBJECTIVES: 
The student should be made to:  

 Learn the  Evolution of Knowledge management.  

 Be familiar with tools. 

 Be exposed to Applications. 

 Be familiar with some case studies. 
 

UNIT I   INTRODUCTION                            9 
An Introduction to Knowledge Management - The foundations of knowledge management- including 
cultural issues- technology applications organizational concepts and processes- management 
aspects- and decision support systems. The Evolution of Knowledge management: From Information 
Management to Knowledge Management - Key Challenges Facing the Evolution of Knowledge 
Management - Ethics for Knowledge Management. 
 
UNIT II           CREATING THE CULTURE OF LEARNING AND KNOWLEDGE SHARING               8 
Organization and Knowledge Management - Building the Learning Organization. Knowledge Markets: 
Cooperation among Distributed Technical Specialists – Tacit Knowledge and Quality Assurance. 
 
UNIT III    KNOWLEDGE MANAGEMENT-THE TOOLS                      10 
Telecommunications and Networks in Knowledge Management - Internet Search Engines and 
Knowledge Management - Information Technology in Support of Knowledge Management - 
Knowledge Management and Vocabulary Control - Information Mapping in Information Retrieval - 
Information Coding in the Internet Environment - Repackaging Information. 
 
UNIT IV KNOWLEDGEMANAGEMENT-APPLICATION                                  9 
Components of a Knowledge Strategy - Case Studies (From Library to Knowledge Center, Knowledge 
Management in the Health Sciences, Knowledge Management in Developing Countries). 
 
UNIT V  FUTURE TRENDS AND CASE STUDIES                                   9 
Advanced topics and case studies in knowledge management - Development of a knowledge 
management map/plan that is integrated with an organization's strategic and business plan - A case 
study on Corporate Memories for supporting various aspects in the process life -cycles of an 
organization. 

          TOTAL: 45 PERIODS 
OUTCOMES: 
Upon completion of the course, the student should be able to:  

 Use the knowledge management tools. 

 Develop knowledge management Applications. 

 Design and develop enterprise applications. 
 

 

TEXT BOOK: 
1. Srikantaiah.T. K., Koenig, M., “Knowledge Management for the Information Professional” 

Information Today, Inc., 2000. 
 
REFERENCE: 
1. Nonaka, I., Takeuchi, H., “The Knowledge-Creating Company: How Japanese Companies Create 

the Dynamics of Innovation”, Oxford University Press, 1995. 
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PTCS6010                                       SOCIAL NETWORK ANALYSIS                                      L  T  P  C                       
                                                                                                                                                   3  0  0   3 
OBJECTIVES: 
The student should be made to:  

  Understand the concept of semantic web and related applications.  

 Learn knowledge representation using ontology.  

 Understand human behaviour in social web  and related communities.  

  Learn visualization of social networks. 
 

UNIT I    INTRODUCTION                              9 
Introduction to Semantic Web: Limitations of current Web - Development of Semantic Web - 
Emergence of the Social Web - Social Network analysis: Development of Social Network Analysis - 
Key concepts and measures in network analysis - Electronic sources for network analysis: Electronic 
discussion networks, Blogs and online communities - Web-based networks - Applications of Social 
Network Analysis. 
  
UNIT II   MODELLING, AGGREGATING AND KNOWLEDGE  

REPRESENTATION                                9 
Ontology and their role in the Semantic Web: Ontology-based knowledge Representation - Ontology 
languages for the Semantic Web: Resource Description Framework  - Web Ontology Language -  
Modelling and aggregating social network data: State-of-the-art in network data representation -  
Ontological representation of social individuals -  Ontological representation of social relationships -  
Aggregating and reasoning with social network data - Advanced representations. 
 
UNIT III   EXTRACTION AND MINING COMMUNITIES IN WEB SOCIAL  

NETWORKS                               9 
Extracting evolution of  Web Community from a Series of Web Archive - Detecting communities in 
social networks - Definition of community - Evaluating communities - Methods for community 
detection and  mining - Applications of community mining algorithms - Tools for detecting communities 
social network infrastructures and communities - Decentralized online social networks - Multi-
Relational characterization of dynamic social network communities. 
 
 
UNIT IV   PREDICTING HUMAN BEHAVIOUR AND PRIVACY ISSUES                        9 
Understanding and predicting human behaviour for social communities - User data management -  
Inference and Distribution - Enabling new human experiences - Reality mining - Context - Awareness 
- Privacy in online social networks - Trust in online environment - Trust models based on subjective 
logic - Trust network analysis - Trust transitivity analysis - Combining trust and reputation - Trust 
derivation based on trust comparisons - Attack spectrum and countermeasures.  
 
UNIT V VISUALIZATION AND APPLICATIONS OF SOCIAL NETWORKS                    9 
Graph theory - Centrality - Clustering - Node-Edge Diagrams -  Matrix representation - Visualizing 
online social networks, Visualizing social networks with matrix-based representations - Matrix and  
Node-Link Diagrams - Hybrid representations - Applications - Cover networks - Community welfare - 
Collaboration networks - Co-Citation networks. 

                            TOTAL: 45 PERIODS 
OUTCOMES: 
Upon completion of the course, the student should be able to:  

 Develop semantic web related applications. 

  Represent knowledge using ontology.  

 Predict human behavior in social web  and related communities.  

  Visualize social networks. 
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TEXT BOOKS: 
1. Peter Mika, “Social Networks and the Semantic Web”, First Edition, Springer 2007. 
2. Borko Furht, “Handbook of Social Network Technologies and Applications”, 1st Edition, Springer, 

2010. 
 
REFERENCES: 
1. Guandong Xu ,Yanchun Zhang and Lin Li, “Web Mining and Social Networking – Techniques and 

applications”, First Edition Springer, 2011. 
2. Dion Goh and Schubert Foo, “Social information Retrieval Systems: Emerging Technologies and 

Applications for Searching the Web Effectively”, IGI Global Snippet, 2008. 
3. Max Chevalier, Christine Julien and Chantal Soulé-Dupuy, “Collaborative and Social Information 

Retrieval and Access: Techniques for Improved user Modelling”, IGI Global Snippet, 2009. 
4. John G. Breslin, Alexander Passant and Stefan Decker, “The Social Semantic Web”, Springer, 

2009. 
 

 

 
 

PTIT6006                                                   DATA ANALYTICS                                               L   T   P  C   
                                                                                                                                                 3   0   0   3 
OBJECTIVE: 
The Student should be made to: 

 Be exposed to big data 

 Learn the different ways of Data Analysis 

 Be familiar  with data streams 

 Learn the mining and clustering 

 Be familiar with the visualization 
 
UNIT I INTRODUCTION TO BIG DATA                                                                                     8 
Introduction to Big Data Platform – Challenges of conventional systems -  Web data – Evolution of 
Analytic scalability, analytic processes and tools, Analysis vs reporting - Modern data analytic tools, 
Stastical concepts: Sampling distributions, resampling, statistical inference, prediction error. 
 
UNIT II DATA ANALYSIS                                                                                                         12 
Regression modeling, Multivariate analysis, Bayesian modeling, inference and Bayesian networks, 
Support vector and kernel methods, Analysis of time series: linear systems analysis, nonlinear 
dynamics - Rule induction - Neural networks: learning and generalization, competitive learning, 
principal component analysis and neural networks; Fuzzy logic: extracting fuzzy models from data, 
fuzzy decision trees, Stochastic search methods. 
 
UNIT III MINING DATA STREAMS                                                                                              8 
Introduction to Streams Concepts – Stream data model and architecture - Stream Computing, 
Sampling data in a stream – Filtering streams – Counting distinct elements in a stream – Estimating 
moments – Counting oneness in a window – Decaying window - Realtime Analytics Platform(RTAP) 
applications -  case studies - real time sentiment analysis, stock market predictions. 
 
UNIT IV FREQUENT ITEMSETS AND CLUSTERING                                                                 9 
Mining Frequent itemsets - Market based model – Apriori Algorithm – Handling large data sets in Main 
memory – Limited Pass algorithm – Counting frequent itemsets in a stream – Clustering Techniques – 
Hierarchical – K- Means – Clustering high dimensional data – CLIQUE and PROCLUS – Frequent 
pattern based clustering methods – Clustering in non-euclidean space – Clustering for streams and 
Parallelism.  

http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22Dion+Goh%22
http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22Schubert+Foo%22
http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22Max+Chevalier%22
http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22Christine+Julien%22
http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22Chantal+Soul%C3%A9-Dupuy%22
http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22John+G.+Breslin%22
http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22Alexandre+Passant%22
http://www.google.com/search?tbo=p&tbm=bks&q=inauthor:%22Stefan+Decker%22
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UNIT V FRAMEWORKS AND VISUALIZATION                       8 
MapReduce – Hadoop, Hive, MapR – Sharding – NoSQL Databases - S3 - Hadoop Distributed file 
systems – Visualizations - Visual data analysis techniques, interaction techniques; Systems and 
applications: 

TOTAL: 45 PERIODS 
OUTCOMES: 
The student should be made to: 

 Apply the statistical  analysis methods.     

 Compare and contrast various soft computing frameworks. 

 Design distributed file systems. 

 Apply Stream data model. 

 Use Visualisation techniques 
 
TEXT BOOKS: 
1. Michael Berthold, David  J. Hand,  Intelligent Data Analysis, Springer, 2007. 
2. Anand Rajaraman and Jeffrey David Ullman, Mining of Massive Datasets, Cambridge University 

Press, 2012. 
 
REFERENCES: 
1.   Bill Franks, Taming the Big Data Tidal Wave: Finding Opportunities in Huge Data Streams with 

advanced analystics, John Wiley & sons, 2012. 
2. Glenn J. Myatt, Making Sense of Data, John Wiley & Sons, 2007  Pete Warden, Big Data 

Glossary, O‟Reilly, 2011. 
3. Jiawei Han, Micheline Kamber “Data Mining Concepts and Techniques”, Second Edition, Elsevier, 

Reprinted 2008. 
 
 

PTCS6013                   FOUNDATION SKILLS IN INTEGRATED PRODUCT                          L T P C 

                                       DEVELOPMENT                                                                               3  0 0 3                  
 

OBJECTIVE: 
This program can be offered with all Undergraduate programs/courses for all engineering 
streams. The FSIPD program aims to improve student„s awareness and understanding of the basic 
concepts involved in Integrated product Development (IPD) by providing exposure to the key 
product development concepts. Students,  who  complete this  program,  will  stand  a  better  
chance to  be considered  for  jobs  in  the Engineering industry. 

 

COURSE   OBJECTIVES: 
After completing this program, the student will be able to obtain the technical skills needed to 
effectively play the entry level design engineer role in an engineering organization.  
 

The student will be able to: 

 Understand the global trends and development methodologies of various types of 

products and services 

 Conceptualize, prototype and develop product management plan for a new product based on 
the type of  the  new  product  and  development  methodology  integrating  the  hardware,  
software, controls, electronics and mechanical systems 

 Understand requirement engineering and know how to collect, analyze and arrive at 
requirements for new product development and convert them in to design specification 

 Understand  system  modeling  for  system,  sub-system  and  their  interfaces  and  arrive  at  
the optimum system specification and characteristics 

 Gain knowledge of the Innovation & Product Development process in the Business 
Context 

http://www.oreilly.com/catalog/9781449317133/
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UNIT I   FUNDAMENTALS OF PRODUCT DEVELOPMENT                                                      9 
Global Trends Analysis and Product decision -   Social Trends -  Technical Trends-    Economical 
Trends -     Environmental Trends - Political/Policy Trends  -  Introduction to Product Development 
Methodologies and Management -       Overview of Products and Services - Types of Product 
Development -   Overview of Product Development methodologies  -   Product Life Cycle -     
Product Development Planning and Management 
 

UNIT II       REQUIREMENTS AND SYSTEM DESIGN                                                      9                                  
Requirement Engineering - Types of Requirements - Requirement Engineering - Traceability 
Matrix and  Analysis  -  Requirement  Management  -  System  Design &  Modeling  -  Introduction  
to  System Modeling - System Optimization - System Specification - Sub-System Design - Interface 
Design 
 

UNIT III      DESIGN AND TESTING                                                                                     9 
Conceptualization - Industrial Design and User Interface Design - Introduction to Concept 
generation Techniques –  Challenges in Integration of Engineering Disciplines - Concept Screening 
& Evaluation - Detailed  Design  -  Component  Design  and  Verification  –   Mechanical,  
Electronics  and  Software Subsystems - High Level Design/Low Level Design of S/W Program - 
Types of Prototypes, S/W Testing- Hardware Schematic, Component design, Layout and Hardware 
Testing – Prototyping - Introduction to Rapid Prototyping and Rapid Manufacturing - System 
Integration, Testing, Certification and Documentation 
 

UNIT IV        SUSTENANCE ENGINEERING AND END-OF-LIFE (EOL) SUPPORT                         9                                   
Introduction to Product verification processes and stages - Introduction to Product validation 
processes and stages - Product Testing standards and Certification - Product Documentation - 
Sustenance - Maintenance and Repair – Enhancements - Product EoL - Obsolescence 
Management - Configuration Management - EoL Disposal 

 
UNIT V BUSINESS DYNAMICS ENGINEERING SERVICES INDUSTRY                               9                                         
The Industry - Engineering Services Industry - Product development in Industry versus Academia - 
The IPD  Essentials  -  Introduction  to  vertical  specific  product  development  processes  - 
Manufacturing/Purchase and Assembly of Systems - Integration of Mechanical, Embedded and 
S/W systems – Product development Trade-offs - Intellectual Property Rights and Confidentiality 
- Security and configuration management. 
 

    TOTAL: 45 PERIODS 
 

COURSE OUTCOMES: 
The students will be able to 

 Define, formulate and analyze a problem 

 Solve specific problems independently or as part of a team 

 Develop documentation, test specifications and coordinate with various teams to    
validate and sustain up to the EoL (End of Life) support activities for engineering  
customer 

 Work independently as well as in teams 

 Manage a project from start to finish 
 
COURSE MATERIAL AND PEDAGOGY: 
 NASSCOM  has  agreed  to  prepare /  revise the course  materials  [selected  teachers Anna 

University from major disciplines will be included in the process] as PPT  slides for all 
theUNITS. The PPTs can be printed and given to each student if  necessary  at a Nominal Fee. 
This is the best possible material for this special course. 

 NASSCOM will train the teachers of Anna University to enable them to teach this course. 
Atraining programme for nearly 3500 teachers needs to be organized. The team   
 is exploring use of technology including the EDUSAT facility at Anna University. 
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 The course is to be offered as an elective to all UG Students both in the Constituent Colleges 
and Affiliated colleges of Anna University. 

 
TEXT BOOKS [INDIAN ECONOMY EDITIONS]: 

1.  Karl  T  Ulrich  and  Stephen  D  Eppinger,  "Product  Design  and  Development",     

     TataMcGraw Hill, Fifth Edition, New Delhi, 2011 

2.  John W Newstorm and  Keith Davis, "Organizational Behavior", Tata McGraw    

   Hill,Eleventh Edition, New Delhi, 2005. 
 

REFERENCES: 

1.  Hiriyappa B, “Corporate Strategy – Managing the Business”, Authorhouse, USA, 2013 

2.  Peter F Drucker, “People and Performance”,  Butterworth  –  Heinemann   

      [Elsevier],Oxford, UK, 2004. 

3.  Vinod Kumar Garg and Venkitakrishnan N K, “Enterprise Resource Planning –   

      Conceptsand Practice”, Prentice Hall India, New Delhi, 2003 

4.  Mark S Sanders and Ernest J McCormick, "Human Factors in Engineering and    

    Design",McGraw Hill Education, Seventh Edition, New Delhi, 2013. 

 
 


